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Abstract Objective The aim of this study was to assess efficacy of large language models
(LLMs) for converting free-text computed tomography (CT) scan reports of head and
neck cancer (HNCa) patients into a structured format using a predefined template.
Materials and Methods A retrospective study was conducted using 150 CT reports of
HNCa patients. A comprehensive structured reporting template for HNCa CTscans was
developed, and the Generative Pre-trained Transformer 4 (GPT-4) was initially used to
convert 50 CT reports into a structured format using this template. The generated
structured reports were then evaluated by a radiologist for instances of missing or
misinterpreted information and any erroneous additional details added by GPT-4.
Following this assessment, the template was refined for improved accuracy. This
revised template was then used for conversion of 100 other HNCa CT reports into
structured format using GPT-4. These reports were then reevaluated in the same
manner.
Results Initially, GPT-4 successfully converted all 50 free-text reports into structured
reports. However, there were 10 places with missing information: tracheostomy tube
(n¼3), noninclusion of involvement of sternocleidomastoid muscle (n¼ 2), extranodal
tumor extension (n¼ 3), and contiguous involvement of the neck structures by nodal
mass rather than the primary (n¼2). Few instances of nonsuspicious lung nodules were
misinterpreted as metastases (n¼2). GPT-4 did not indicate any erroneous additional
findings. Using the revised reporting template, GPT-4 converted all the 100 CT reports
into a structured format with no repeated or additional mistakes.
Conclusion LLMs can be used for structuring free-text radiology reports using plain
language prompts and a simple yet comprehensive reporting template.
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Introduction

Radiology reports serve a pivotal role in clinical decision-
making, acting as the primary channel of communication
regarding imaging findings. Traditional radiology reporting,
often unstructured and dictated in a prose style, poses
significant challenges for both human comprehension and
computerized analysis. Structured reporting has been hailed
as a solution to these challenges.1 By standardizing the
format and lexicon of reports, structured reporting not
only enhances the clarity and completeness of the reports
but also facilitates a more systematic review process during
reporting.2,3 With increasing patient access to their medical
records, including radiology reports, the clarity and effec-
tiveness of these reports become even more crucial. Struc-
tured reporting, by improving the communication of
findings, can significantly enhance patient care.4 Structured
reports also allow for effective data mining, contributing
significantly to research and the development of artificial
intelligence (AI) based applications in radiology.5 However,
there are a few skepticisms against structured reporting
including perceived restriction of radiologist’s autonomy
and nonstandard thinking, limited inclusion of details of
the findings, interference with scan interpretation, cumber-
some process to generate a structured report for complex
cases, and, finally, behavioral resistance to divergence from
the status quo.1,6–8

Recent advancements in natural language processing
(NLP), particularly with deep learning algorithms and trans-
former-based models, have shown promising results in
transforming unstructured information into structured
data for various day-to-day applications like finance docu-
ments, inventory logs, customer preferences for businesses,
and much more. In the clinical health care domain, various
studies have demonstrated the practical applicability and
effectiveness of these models.9–14 The use of transformer
models, such as the text-to-text transformer (T5) and do-
main-specific pretrained models, has been explored for
generating structured reports from radiology free texts.15–17

These models have shown remarkable performance in the
extraction and standardization of relevant information,

enabling the direct generation of machine-readable struc-
tured reports with minimal manual intervention.

In the context of head and neck cancers (HNCas), struc-
tured reporting can play an even more critical role. The
radiology reports of these cancers requiring description of
multiple sites, subsites, and individual structures in the neck
are essential to guide effective treatment planning and
follow-up.18 However, structured reporting of these scans
has not been widely adopted so far primarily due to lack of
globally standardized imaging lexicon as well as their per-
ceived limitations like interference with the radiologist’s
workflow.3,8

Thus, in this study, we aimed to extend the benefits of
structured reporting to HNCa imaging by employing Gener-
ative Pre-Trained Transformer (GPT-4), a cutting-edge large
language model (LLM) for converting free-text computed
tomography (CT) scan reports into a predefined structured
format, with minimal interference with the radiologist’s
workflow.

Materials and Methods

Study Design and Data Collection
This retrospective study was approved from ethical angle,
and written informed consent was waived off by the Institu-
tional Review Board. For inclusion in this study, we selected
150 CT reports of consecutive HNCa patients who had
previously undergone CT at our institute between January
and December 2021. These reports, initially in a free-text
format, were divided according to five major subsites of
primary tumor involvement including the oral cavity, oro-
pharynx, hypopharynx, nasopharynx, and larynx. The re-
trieved CT reports were anonymized for further use in the
study and all patient data (like unique hospital identification
number, name, age, and sex) were removed from the text
reports. These reports were then divided into two groups of
50 and 100 reports. The number of scans for each subsite
included in the two groups of reports are mentioned
in ►Table 1.

Key Points
• Structured radiology reports in oncological patients, although advantageous, are not used widely in practice due to

perceived drawbacks like interference with routine radiology workflow and scan interpretation.
• We found that GPT-4 is highly efficient in converting conventional CTreports of HNCa patients to structured reports using

a predefined template.
• This application of LLMs in radiology can help in enhancing the acceptability and clinical utility of structured radiology

reports in oncological imaging.

Summary Statement
Large language models can successfully and accurately convert conventional radiology reports for oncology scans into a

structured format using a comprehensive predefined template and thus can enhance the utility and integration of these
reports in routine clinical practice.
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Development of Structured Reporting Template
A comprehensive structured reporting template for HNCa
CT scans was developed by the authors (►Supplementary

Appendix 1, available in the online version only). This
template was designed to encompass a detailed enumera-
tion of various anatomical sites pertinent to HNCa, includ-
ing specific subsites within these regions. Key imaging
findings were systematically incorporated into the tem-
plate, such as the status of cervical lymph nodes, any
evidence of airway compromise, and the involvement of
additional neck structures and vascular components. The
template was crafted to ensure that all clinically relevant
information for HNCa diagnosis, staging, and treatment
planning was captured.

Phase 1: Initial Evaluation of GPT-4 for Structured Report
Generation

Prompt Engineering
Multiple prompt variations were tested with few fictitious
HNCa CT reports in the context window for GPT-4 to identify
themost effective approach for structured report generation.
Few prompts that were used as follows:

• Convert the free-text CT scan report into a structured
report using the given template.

• Reformat the information given in the following free-text
CT scan report into the provided structured template.

• Convert the following free-text CT scan report into a
structured format strictly according to the provided tem-
plate. Focus on detailing anatomical structures involved,
including primary tumor location, size, and extent, as well
as any involvement of lymph nodes, airways, and other
neck structures within the template.

GPT-4 generated the structured reports with all these
prompts. However, the responses with the first two prompts
showed frequent deviation from the desired template with
GPT-4 modifying the section and subsection names and
descriptions. The last prompt demonstrated consistent
results with the GPT-4 responses in following the desired
template and was thus used further in this study.

Generation and Evaluation of Structured Reports
The selected best prompt was then used to convert the first
group of 50 HNCa CT reports into a structured format using
GPT-4 according to the developed template. The generated
structured reports were subjected to a thorough evaluation
and comparison with the original free-text reports by a
radiologist (8 years of experience in body imaging). This
objective assessment focused on three critical aspects: the
presence ofmissing information, instances ofmisinterpreted
information, and the identification of any additional errone-
ous details added by GPT-4 that were not part of the original
free-text reports. This evaluation aimed to quantify the
accuracy and completeness of the structured reports.

Phase 2: Evaluation of GPT-4 for Structured Report
Generation using the Revised Template

Iterative Improvement and Template Refinement
Based on the insights gained from the initial evaluation, the
structured reporting template was refined to explicitly
address areas where inaccuracies or omissions were noted.
The revised template with modifications marked in italics is
shown in ►Supplementary Appendix 2 (available in the
online version only).

Utilization of the Revised Template for Structured Report
Generation
For testing the performance of GPT-4 with the final revised
report template, the secondgroup of 100HNCa CTreportswas
used. The same prompt (as for the previous 50 reports) was
used to convert these reports into a structured format using
GPT-4 and the revised template. These generated reportswere
then objectively evaluated by the radiologist in the same
manner as the previous structured reports. ►Fig. 1 summa-
rizes the study workflow.

Results

Performance of GPT-4 for Generating Structured
Reports Using the Initial Template

Conversion of Free-Text Reports to Structured Format
In our study, GPT-4 was initially utilized to convert 50 free-
text radiology reports of HNCa patients into a structured
format. We observed that GPT-4 successfully transformed all
provided reports, adhering to the predefined structured
template specifically designed for HNCa imaging.

Identification and Analysis of Missing Information
Upon a detailed analysis of the converted reports, certain
instances of missing information were identified, quantita-
tively summarized as follows:

• Tracheostomy tube: In three instances, the presence of a
tracheostomy tube, a critical clinical detail, was omitted.

• Anatomical detailing: The structured reports lacked the
description of the involvement of sternocleidomastoid
muscle in two cases.

Table 1 Number of CT reports from different HNCa subsites
included in the study

Site of primary
tumor

Number of
CT reports in
group 1

Number of
CT reports in
group 2

Total

Oral cavity 4 7 11

Oropharynx 15 31 46

Hypopharynx 6 12 18

Nasopharynx 10 18 28

Larynx 15 32 47

Total 50 100 150

Abbreviations: CT, computed tomography; HNCa, head and neck
cancer.
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• Extranodal tumor extension: Three reports failed to men-
tion extranodal tumor extension, an essential factor in
cancer staging and prognosis.

• Contiguous involvement of neck structures: In two reports,
there was a missing distinction between the involvement
of neck structures by nodal mass as opposed to primary
tumor involvement.

Instances of Misinterpretation
In two instances, nonsuspicious lung nodules were errone-
ously reported as distant metastases, a significant misclassi-
fication in the context of cancer staging.

Absence of Additional Irrelevant Findings
It is noteworthy that GPT-4 did not introduce any extraneous
findings that were not originally present in the free-text

reports. ►Fig. 2 shows the graph summarizing the number
of different mistakes noted in the structured reports.

Performance of GPT-4 for Generating Structured
Reports Using the Revised Template
Using the revised template addressing the various areas of
discrepancies noted in the initial phase of the study, GPT-4
successfully generated structured reports from 100 different
HNCa CT free-text reports. In this second iteration, therewere
no instances of repeated mistakes or the introduction of new
errors. ►Fig. 3 shows an example of a report with missing
information using the initial structured template that was
correctly captured by GPT-4 in another report using the
revised template. Examples of original free-text CT reports
along with the GPT-4 generated structured reports are shown
in ►Supplementary Appendix 3 and ►Supplementary

Fig. 1 Study workflow. (A) Initial evaluation of Generative Pre-trained Transformer 4 (GPT-4) for structured report generation using 50 head and
neck cancer (HNCa) computed tomography (CT) reports followed by revision of the reporting template. (B) Testing of GPT-4 for conversion
of 100 different HNCa CT reports into structured format using the revised reporting template.
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Fig. 2 Bar chart summarizing the results of the assessment for various types of mistakes in the structured reports generated by Generative
Pre-trained Transformer 4 (GPT-4) using the initial structured report template.

Fig. 3 Example showing an instance of missing information in the initial reporting template corrected in the revised template by the Generative
Pre-trained Transformer 4 (GPT-4). (A) An excerpt from the conventional computed tomography (CT) report of a patient with carcinoma pyriform
sinus notes the involvement of left sternocleidomastoid muscle by a lymph nodal mass (rectangle). (B) Using the initial reporting template,
GPT-4 fails to note the involvement of sternocleidomastoid muscle in the option for neck muscles (upper rectangle) and also does not indicate the
contiguous involvement of sternocleidomastoid muscle and paraspinal muscles by the nodal mass (lower rectangle). (C) An excerpt from
the conventional CT report of another patient with carcinoma supraglottis notes the involvement of left sternocleidomastoid muscle by lymph
nodal mass (rectangle). (D) Structured report generated by GPT-4 using the revised template correctly indicates the involvement of the
sternocleidomastoid muscle as well as the presence of extranodal extension and contiguous involvement of the neck structures by nodal mass
(upper and lower rectangle, respectively).
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Appendix 4 (available in the online version only). Detailed
instructions given to the GPT-4 and snapshots of prompt and
output of the GPT-4 are shown in►Supplementary Appendix

5 and ►Supplementary Appendix 6 (available in the online
version only), respectively.

Discussion

In this study, we demonstrate the feasibility of using LLMs for
converting free-text CT reports of HNCa patients into struc-
tured formats. The AI model (GPT-4) successfully adhered to
a comprehensive structured reporting template, which was
specifically developed for HNCa imaging. Although initial
iterations revealed areas of missing or misinterpreted infor-
mation, subsequent refinements to the reporting template
resulted in accurate and complete structured reports for
another set of HNCa CTreports, without any recurrent errors.

NLP is a broad field within AI that focuses on the interac-
tion between computers andhumans usingnatural language,
employing techniques such as language translation and
sentiment analysis. LLMs are a subset of NLP that specialize
in generating and understanding text by training on exten-
sive text datasets using deep learning techniques like the
transformer architecture. While NLP encompasses a wide
range of applications from speech recognition to chatbot
development, LLMs are particularly adept at producing
coherent, contextually appropriate text for sophisticated
tasks like automated content generation and summarization.

The advent of LLMs in radiology signifies a transformative
step in enhancing radiological reporting and patient engage-
ment. These advanced AI models, adept at processing and
understanding human language, have demonstrated their
potential to automate crucial aspects of radiology reporting,
such as the generation of clinical history, impressions, and
layperson reports.9–14 Previous studies have underscored
the efficacy of GPT-4 and similar LLMs in generating struc-
tured radiology reports. These studies have shown that LLMs
can reduce radiologists’ cognitive load and improve report-
ing efficiency.15–17 However, the complexity of HNCa
reports, with intricate details on anatomical sites and sub-
sites, poses a greater challenge compared with the general
radiology reports evaluated in these studies. HNCa reports
require nuanced understanding and precise documentation,
a task that demands an advanced level of AI sophistication. In
this study, we preferred GPT-4 over other LLMs as its user-
friendly interface (Web site: https://chat.openai.com/)
allows for easily setting up the instructions and prompts
for the LLM including the desired template to be followed for
structured reports, with only minimal programming skills.

Structured radiology reporting offers numerous benefits.1–3

It ensures that all relevant clinical information is systematically
documented, aiding inaccuratestagingand treatmentplanning.
In the context of HNCa, site-wise detailed structured radiology
reporting templates have been proposed previously in the
literature.18 In cases of posttreatment HNCa with follow-up
scans, structured reporting can further support the integration
of Neck Imaging Reporting andData System (NI-RADS). Formu-
lated by the American College of Radiology, NI-RADS is a

standardized reporting template for imaging findings in
patients with treated HNCa, which provides uniform lexicon
to improve communication with the physicians with clear
management recommendations.19 However, the integration
of structured reports into clinical practice remains limited
despite these benefits.1,6,7 Using LLMs for structured report
generation from conventional free-text reports can potentially
enhance their acceptance into radiologists’ practice by making
this process feasible with minimal interference in the radiol-
ogists’ workflow and scan interpretation; it can also handle
complexcasesmoreefficiently, thussaving timeand labor. Thus,
LLMs can address many of the perceived cons of structured
radiology reporting, hence enhancing their clinical utility.

Although utmost care was taken in the present study to
anonymize any identifiable patient informationbefore sharing
the data with third-party servers, the potential data security
threat can restrict the integration of the LLMs in clinical
practice. In this regard, locally developed smaller language
models fine-tuned for the domain-specific tasks present a
viable solution. However, the widespread deployment of such
languagemodels faces significant challenges, especially due to
hardware restrictions. The training and operation of language
models requiresubstantial computational resources, including
advanced graphic processing units (GPUs) and large memory
capacities, which can be cost-prohibitive. Additionally, the
energy consumption associated with these computational
demands poses sustainability concerns, further complicating
their large-scale implementation.

There were a few limitations of our study. A single-reader
assessment of the generated reports and inclusion of radiol-
ogy reports from a single radiology department could have
introduced bias due to restricted variability in the writing
style and phrases used in radiology reports.We could not test
the potential for integration of NI-RADS into LLM-generated
structured reports in our study due to lack of posttreatment
data in the collected HNCa reports.

Conclusion

In conclusion, this study demonstrates the feasibility of LLMs
in transforming complex free-text radiology reports of HNCa
into structured formats. The application of LLMs in radiology,
particularly for complex cases like HNCa, represents a signif-
icant advancement in medical AI. However, the successful
harnessing of this technology hinges on a balanced approach
that combines the strengths of AI with the critical insights of
radiology professionals.
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