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In Europe, the Medical Infonnatics 
Group from Manchester, UK, has in­
vested much time and effort in devel­
oping the basis for electronic medical 
records. The first article in the Year­
book describes the Pen & Pad method 
by Allan Rector et al. Successful 
implementations of full-fledged elec­
tronic patient records for primary care 
can now be seen in a great number of 
routine practices in the United King­
dom and The Netherlands. For many 
models of computer -based patient 
records the Problem-Oriented Medi­
cal Record (POR) developed by Larry 
Weed [5] forms the background, al­
though for some implementations the 
POR appears to offer practical prob­
lems. It is fascinating to see that medi­
cal record systems are coming into 
real use, and that in the USA it }II 

:Ognized that a new !;!r<\ lfi the use of 
mputer -based patient data for a host 

of_ ~fferent applications has begun; 
this ts apparent from the foundation of 
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It is undeniable that after a long period in which primarily administrative 
patient data were stored in computers, the time has come for patient 
records to be structured for electronic processing. Several papers in the 
Yearbook deal with this subject, starting with the article by Rector et al. 
in section 1 of the Yearbook, and ending with the paper by Vander Lei 
et al. in section 5. Very early in the history of Medical Informatics, first 
attempts were made in the USA to document patient data in computers by, 
e.g., Collen [1], Barnett [2], McDonald [3] and Warner [4], to mention a 
few; but in the last few years, since PCs have become cheaper and user 
interfaces more friendly, such attempts appear to be successful and have 
gained momentum. 

an Institute for Computer-based Pa­
tient Records, based on a study by the 
Institute of Medicine [6]. 

The articles by Jick et al. and 
Johnson et al. assess the value of 
computer -stored patient data, as com­
pared with manual documentation, and 
the use of such data for population 
surveillance, respectively. It is reas­
suring to observe that the diagnosis 
based on computerized patient data is 
comparable (the agreement was 87%) 
with that based on conventional 
records. Jick et al. widen their con­
clusion by stating that "computer 
records of the general practitioners 
who participated in this study are sat­
isfactory .for nwny clinical studies." 
Several rese<trch projects have now 
been started to investigate the use of 
routinely collected patient data, e.g., 
for monitoring the population. The 
transition from surveillance to pre· 
vention is then only a gradual one. 

Johnson et al. conclude from their 
study that the use of such data is very 
promising, although data collection at 
the source should be less haphazard 
and better structured. 

The use of computers for preven­
tion and the generation of patient re­
minders is the subject of the article by 
Ornstein et al. The computer-gener­
ated reminders were compared with 
conventional, physician-generated 
reminders. It appeared that computer­
generated reminders improved the 
adherence to preventive services in 
primary care for a variety of tests, 
from cholesterol measurements to 
Papanicolaou smears. The authors state 
that settings without computer-based 
medical records will be unable to in­
stitute such interventions. Citing a re­
port from the US Preventive Services 
Task Force, the authors conclude that 
the recommendations in that report 
are ideally suited to computer-based 
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screening and prompting systems. 
Now that parts of patient records 

are collected by different medical spe­
cialists, both cross-sectionally and 
longitudinally, it is of importance that 
such different records can be linked, 
even when no complete and reliable 
patientidentificationis available. This 
isthesubjectofapaperbyWajdaetal., 
of which the first part by Roos et al. 
appeared in an earlier issue of Meth­
ods oflnformation in Medicine. Sev­
eral approaches and probabilistic al­
gorithms are described by the authors 
and success rates for record linkage 
are reported. Especially for epidemio­
logical purposes, such as for AIDS 
studies, these models are of great use 
to increase the completeness of medi­
cal data. Successful matches are on 
the order of 80% or higher, dependent 
of course on the reliability of the source 
material. 

Practice of the nursing profession 
varies in many countries. Areas in the 
world where nurses have a recognized 
and autonomous professional profile 
include, especially, the USA and 
Canada. For that reason it is not sur­
prising that most work on the stan­
dardization of nursing data was per­
formed on the North-American conti­
nent, where nurses have their own 
well-defined responsibility in collect­
ing patient data, making a nursing 
diagnosis, and providing nursing care. 
For medical purposes, several projects 
were carried out in the past, both in 
Europe (e.g., by Roger et al. [7]) and 
the USA to define a Basic Medical 
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Data Set. The article by Werley et al. 
describes a frrst attempt to define a 
Nursing Minimum Data Set (NMDS) 
for the documentation of the most 
essential nursing data. The authors 
foresee that such NMDSs will be used 
for nursing care, for research and edu­
cation, and also for health policy de­
cision making. It is correctly stated in 
this article that such records are also of 
great value for the evaluation of ser­
vices. Now that the integration of 
systems in medicine and health care is 
no longer a dream, it is hoped that for 
the benefit of the patient, medical and 
nursing records can also complement 
each other - maybe, in the future we 
will be able to speak of true patient 
records instead of separate medical 
and nursing records. 

A most important aspect of the use 
of computer -stored patient data is the 
prevention of adverse drug events 
(ADEs). This is reported in the con­
tribution by Classen et al. in a study on 
such events in hospital patients. The 
authors have studied the prescription 
of drugs, documented in a hospital 
information system, in circumstances 
where the prescription of drugs was 
changed, increased or decreased, or 
stopped. They related these events With 
laboratory values. An impressive 
number of almost 37,000 patients was 
followed in this study in which over 
1% ADEs were identified. The au­
thors offer solid proof (they speak of a 
markedly increased detection of ADEs) 
thatcomputerizedmonitoring of ADEs 
in hospitals, using computer-stored 

Clinical Support Systems 

patient data, offers many advantages 
over voluntary reporting of such 
events. 

The subject of the eighth article, by 
Tsevat et al., differs the most from 
those of the others in this section, but 
is of no less importance. It forms an 
essential foundation for many pre­
ventive interventions such as the one 
reported by Ornstein et al. The study 
by Tsevat et al. discusses the impact of 
risk factors such as a high blood 
pressure or increased serum choles­
terol, smoking, or high body weight, 
on the life expectancy of patients with 
coronary heart diseases (CHDs). The 
outcome of such heavily computer­
supported studies has a large impact 
on health policies and costs of health 
care. Before health care planners in­
troduce preventive measures in the 
population and before investigators 
develop computer-supported systems 
for prevention, it is wise to weigh 
carefully the results of studies such as 
the one by Tsevat et al. A surprising 
result is that even when- theoretically 
- CHDs were totally prevented, the 
increase in life expectancy would only 
be a mere three years for a35-year-old 
adult. Single-risk prevention would 
result in life prolongation of 0.2 - 1.1 
years. Researchers in medical 
informatics, together with their medi­
cal colleagues, would be wise to bal­
ance such results against the imple­
mentation of preventive modules in 
the systems they develop; this is, in 
similar words, also the conclusion of 
the authors. 

This section deals with systems that have a direct impact on patient care. 
The first four articles (by Lerou et al., Gelsema et al., Poppet al., and Dawes 
et al.) are allrelated in one way or the other to computer-supporte4 
intensive care monitoring. A subsequent article, by Kudenchuck et al. 
reports on the usefulness of computerized ECG interpretation for 
thrombolytic therapy, possibly preceding CCU monitoring. The follow .. 
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In the past, and especially by bio­
medical engineering groups, much 
research was done on the development 
of models and systems to support the 
monitoring of the severely ill. The 
early publications by Ty Smith {8] or 
Sheppard L9], to mention only a few, 
already indicated the usefulness of 
computer-supported patient monitor­
ing systems. The measured param­
eters in such systems were based on 
physiological models, also imple­
mented on computers. Closed-loop 
peri- or post-surgical monitoring was 
primarily applied to increase the qual­
ity of care and to decrease the number 
of patient-days spent in a highly in­
tensive care unit. The study by Lerou 
et al. builds on those early experiences 
and combines the use of a model ap­
proach with a monitoring system for 
closed-circuit inhalation anesthesia. It 
is a nice example of the combination 
of physiological principles, control 
engineering, and medical informatics. 

The contribution by Poppet al. on a 
computer simulator of the circulation 
for knowledge acquisition in anesthe­
sia, could also have been categorized 
under section 5, Knowledge-based 
Systems. It points out that several sys­
tems developed today also contain 
knowledge processing components. 
The purpose of the study reported here 
was to develop a decision-support 
system to generate intelligent alarms 
?uring anesthesia of patients undergo­
tngcardio-surgery. Similar to the pub­
lication by Lerou et al., this study is 
also an excellent illustration of the 
COmbined usage of multi-disciplinary 
~Wledge in physiology, engineer-
1?g and medical informatics. The 
Sllnulation of part of the circulation 
was Used as a tool for the development 
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ing two publications are on the use of computers to assist people with 
physical handicaps, dysarthric speech and impaired vision, respectively. 
The last article by Okajima et al. is on the quality assessment of portal 
images for the preparation of radiation therapy. 

of a decision-support system, which is 
characterized by the authors as a" deep 
knowledge source". 

A study which has direct impact on 
the interpretation of biochemical data 
for the monitoring of patients in in­
tensive care units is reported by 
Gelsema et al. The main message of 
the article is that all major chemical 
parameters, such as pH, pC02, and base 
excess, should be used in a coherent, 
three-dimensional manner to predict 
the acid-base metabolism of severely 
ill patients. The authors correctly state 
that "normal" values for certain patient 
groups differ significantly from normal 
values derived from normal people so 
that, in other words. each specific pa­
tient group should have its own stan­
dard reference values. Now that large 
collections of biochemical data are 
available in hospital or laboratory 
computers, it is the proper time to 
derive such reference values for dif­
ferent groups of patients. This issue of 
using routinely collected data for re­
search is also addressed in the article 
by Safran in section 6ofthis Yearbook. 

Evaluation of computer-supported 
monitoring is of utmost importance. 
In that respect, in the last few years 
much on-going debate, especially in 
the USA, has been based on the out­
come of technology-assessment stud­
ies, withregardtothevalueofperinatal 
monitoring. Since the early systems of 
the mid-Sixties, computerized fetal 
monitoring is now in common use in 
most obstetric clinics and often ex­
panded with computerized analysis of 
fetal heart rate (FHR) patterns. Since 
the beginning of the development of 
these FHR -based monitoring systems, 
the group of Geoffrey Dawes in Ox-

ford has been active in this field. For 
that reason it is interesting to see how 
researchers with such a long tradition 
now look at the results they have ob­
tained thus far. The most striking 
message from this publication is that 
presentation of the "raw" computer­
ized FHR patterns is hazardous if it is 
not accompanied by rigorous, com­
puter-supported interpretation. This 
should, in tum, then be based on sta­
tistical analysis of a large collection of 
FHR registrations. It is clear that such 
large studies are still to be done. in the 
same manner as was carried out for 
computerizedECG interpretation sys­
tems, reported by Willems et al. in 
section 4. 

For several years now, many pa­
tients with impending infarction are 
given thrombolytic therapy. In such 
circumstances it is time that counts -
the earlier the treatment is given, the 
better-and for that reason such therapy 
is given even when the disease status 
of the patient has not yet been properly 
assessed. For instance, in several 
countries this therapy is already given 
by paramedics when the ambulance 
arrives to bring thepatienttothenearest 
hospital and coronary care unit. Such 
thrombolytic therapy, however, is 
expensive, and when given incorrectly 
there is a certain risk for the patient of 
side effects such as bleeding. For those 
reasons, it is important to assess by 
ECG analysis whether the patient 
shows ST -depressions. Kudenchuck 
et al. have analyzed the contribution 
of computer-interpreted ECG analysis 
for the proper administration of the 
therapy. The authors have shown in 
their study that computer-supported 
indication for thrombolytic therapy 
was feasible and highly specific. Tiley 
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recommend the evaluation of systems 
other than the one they assessed 
themselves- a study that could follow 
the same lines of assessment as re­
ported in the article by Willems et al. 

The next two publications in this 
section deal with thesupportofpersons 
with a physical impairment; the one 
by Deller et al. on the support of 
people with dysarthric speech, and the 
other by Peli et al. on image enhance­
ment for visually handicapped persons. 
Partly because computers are now very 
powerful and reasonably cheap, speech 
recognition has gained much more 
attention than in the past. For clinical 
applications, such as radiological re­
ports, speech recognition is being used 
in experimental settings. It is most 
interesting that similar systems are 
being developed for communication 
with persons with severe speech and 
motor disabilities. Deller et al. devel­
oped a hidden Markov model and ap­
plied automated clipping of transi­
tional speech acoustics, to enhance 
speech recognition. Speech is digitized 
by a 12-bits A-D converter operating 
at 10kHzonlow-pass(4.5 kHz)filtered 
speech. The paper describes a fasci-
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nating application of signal process­
ing and pattern recognition. Recogni­
tion of certain vocabularies was on the 
order of90% or higher, which appears 
to be a significant improvement. Un­
doubtedly, application of these meth­
ods is also useful for many other tasks 
in which speech is used, e.g., as input 
to computers. 

The article on support for the visu­
ally impaired by Peli et al. uses similar 
techniques for images, but intended 
for the visually handicapped persons 
themselves: digital contrast enhance­
ment by either adaptive filtering or 
adaptive thresholding techniques. This 
is realized by using computers in com­
bination with video images. The 
method was evaluated for a variety of 
experimental set -ups. Patients had a 
statisticallyimprovedrecognitionrate 
of images, such as of human faces. 
Proof of this improvement was pre­
sented by the authors in the form of 
ROCs. It is encouraging that in this 
way advanced techniques in signal 
and image processing and pattern rec­
ognition are also available for persons 
with impairment in speech or visual 
communication. 

Image and Signal Processing 

The last publication in this section 
is devoted to a subject which is differ­
ent from the others; the study by 
Okajima et al. has compared portal 
images with and without contrast en­
hancement, in some way comparable 
to the study by Peli et al., but for an 
entirely different purpose, i.e., the 
preparation of patients for radiation 
therapy. In that sense, this article could 
also have been categorized under the 
next section on image and signal pro­
cessing. In radiotherapy it is important 
to verify the exact location ofradiation 
beams. In this study this is done by 
using the radiation beam itself, so that 
the field can be proper! y adapted to the 
area that should be radiated. It appears 
that the image quality of portal images 
- which is quite different from that of 
usual X -ray images -is of great impor­
tance for this beam adjustment and the 
correction of setup errors. ROC curves 
were used to evaluate the contribution 
of image enhancement. The authors 
conclude that proper preprocessing of 
images improves the subjective as­
sessment of beam adjustments for ra­
diation therapy. Adaptive histogram 
equalization appears to be one of the 
best models to obtain this goal. 

One of the earliest areas of the application of laboratory computers is 
biomedical engineering. Signal analysis and image processing were 
originally done on analog or hybrid computers or special purpose 
processors, but at present such tasks are almost solely done on the 
powerful, reasonably priced workstations of today. Only 10 years ago, 
most image processing was done for two-dimensional (2-D) pictures, but 
nowadays 3-D reconstruction, analysis, and boundary detection is per­
formed by many research teams. Clinical applications of 3-D reconstruction 
are available for diagnostic and surgical purposes. Signal analysis also is 
easily done on PCs, even in real time, as was also apparent from the article 
by Deller et al. in the preceding section and the one by Thorpe et al. in this 
section. The first three articles on Image and Signal Processing report on 
3-D reconstruction of vascular structures, one by Garreau et al. derived 
from biplane angiographic projections, one by Vesely et al. from high­
definition casts, and one by Tanioka et al. on 3-D reconstruction of the 
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The publication by Garreau et al. is 
an elegant example of a methodology 
for the reconstruction of coronary ar­
teries from 2-D biplane X -ray images. 
The disadvantage of biplane 
angiography is, of course, that certain 
assumptions must be made about the 
3-D structure of the ventricles, for 
which it is often usual to assume either 
a cylinder or an ellipsoid. A novel 
approach in this study is the use of 
prior knowledge (with. 30 rules and 
130 predicates, programmedinProlog) 
for this reconstruction regarding the 
structure of the coronary tree. As the 
authors state, their approach is based 
on a deep qualitative. model, a fasci­
nating combination of knowledge 
processing and image analysis. 

Vesely et al. use high-quality, i.e., 
with high contrast and resolution, sec­
tional images for 3-D reconstruction. 
These images were photographed from 
the milled surfaces of the cardiac 
valves, at 0.2 mm distances and cas tin 
epoxy. The spatial resolution of the 
imageswasontheorderofO.l mmand 
all images were stored on video tape 
before further digital processing. The 
images were edited and segmented by 
contour detection to obtain the differ­
ent structures. The preprocessed and 
~nstructedimage data are then used 
for further quantitative analysis of the 
vascular structures. 

~-resolution imaging is still a 
challenging area in both CT scanning 
and MR. imaging. To detect malfor­
mations or anatomic deviations caused 
by disease, Tanioka et al. applied MRI 
t~ the temporal bone of the inner ear. 
St~ such deviations are difficult to 
see tn 2-D, they constructed 3-D im-
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inner ear from MRI. On the condition that the resolution of the 2-D 
images is large enough, 3-D computer reconstruction offers the possibil­
ity to process the reconstructed images for any purpose. After applying. 
3-D boundary detection it is then equally possible to obtain quantitative 
parameters from the images. 

ages. Because it is difficult to distin­
guish between cerebrospinal fluid, 
white matter, and fatty tissue, two sets 
of imaging parameters were used to 
enhance the contrast between these 
substances. Scans were made in three 
directions for a field of 15 em, with 
projections in the axial, coronal, and 
sagittal planes. In this way voxels as 
small as 0.58x0.58x 1.00 mrn3 could be 
computed, which is impressively 
small. Images were offered to the ENT 
physicians in a quasi-cinematographic, 
stereoscopic mode. 

A further example of image pro­
cessing in cardiology is the study by 
Feng et al., which combines image 
processing with fuzzy reasoning. The 
input data are 2-D echocardiographic 
images of the ventricles in which the 
endocardial and epicardial boundaries 
are to be detected. tntrasound images, 
however, are blurred and noisy and 
part of the data is easily dropped out. 
Global knowledge required for train­
ing the algorithms for the proper de­
tection of the boundaries is derived 
from experts and represented as fuzzy 
linguistic descriptions and relations. It 
is striking that the trained human eye 
(and brain) is able to detect rather 
easily the ventricular boundaries in 
moving echocardiographic images. 
Although color helps to see the direc­
tion of flows, structures are best seen 
in images with only gray values. It is 
very complex to develop straightfor­
ward image processing algorithms for 
boundary detection in such blurred 
images. For that reason it is encourag­
ing to see that the combination of 
image processing and expert knowl­
edge was successfully applied in the 
studies by Garreau and Feng et al. 

Tahoces et al. start their article by 
saying that the majority of X-ray pic­
tures consists of chest radiographs. 
Now that radiological departments are 
rapidly adopting digital techniques 
such as CT, MRI, DSA, PACS, etc., 
for image acquisition and archiving, it 
is no surprise that conventional ra­
diographic images are also digitally 
processed. The first step in such pro­
cessing is image enhancement. In the 
study reported here, standard chest 
and breast (mammograms) X -ray pic­
tures were digitized as 512x512 8-bits 
images and digitally processed. The 
contrast and edges were enhanced by 
the combination of two smoothed 
images and the original picture, and a 
non-linear transformation. The pic­
tures appear to be sharper for diagnos­
tic interpretation; especially micro 
calcifications in mammograms are 
better visualized. However, no diag­
nostic assessment was done, e.g., by 
ROC analysis, as in Okajima's study 
in section 2. The processing takes a 
minimum amount of time so that it is 
well suitable for fully automatic rou­
tine implementation. 

The study by MacMahon et al. has 
also investigated the digital processing 
of chest images. It is realistic to state 
that routine chest X-ray pictures re­
quire a 2-D resolution of at least 
2048x2048 pixels of 10 bits each, if no 
zooming-in is applied. For that reason 
it makes sense, even in the present era 
of cheap mass storage devices- mag­
netic or optical -, to investigate the 
possibility of data compression and its 
effectondiagnosticoutcome. The data 
compression algorithm that was used 
is based on so-called adaptive block 
cosine transform coding, and non-

47 



compressed images were diagnosti­
cally compared with a 25:1 and a 50:1 
data compression. The diagnostic as­
sessment was done by 12 radiologists. 
It appears that a pneumothorax is still 
best diagnosed by uncompressed im­
ages, although a 25:1 compression 
gave only slightly less diagnostic per­
formance, given the high inter-ob­
server variation (which is known al­
ready from many diagnostic assess­
ment studies in radiology, such as the 
ones by Lodwick [10]). For the de­
tection of interstitial infiltrates all 
images, compressed or not, offered 
comparable results. The article offers 
an interesting method ofhow to assess 
the diagnostic differences between 
various techniques, although the au­
thors did not comment on how to im­
prove the large inter-observer varia­
tion, for instance by using a Delphi 
technique, as was done in the study by 
Willems et al. in section 4. 

Almost microscopically small de­
fects are to be found in dental X-ray 
pictures that are - similar to small 
microcalcifications in mammograms 
- sometimes difficult to detect by the 
dentist. This especially applies tope­
riodontal bone loss or periodontitis, 
which is preceded by an accumulation 
of plaque and inflammation of the 
gingiva. Early diagnosis, when the 
defects are only small, is important. 
Vander Stelt and Geraets developed a 
method for the early detection of such 
periodontal defects. Clinicians were 
asked to rank the severity of the lesions 
in radiographs and the computer de­
tection of micro lesions was compared 
with the diagnosis by human observ- · 
ers. Pictures were scanned and pre­
sented as 512x512 8-bits images. The 
image processing consists of filtering, 
segmentation, and bone density esti-
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mation. The outcome of the study was 
that the automatic detection compared 
very well with the diagnosis by the 
group results of seven experienced 
observers, although the authors did 
not clarify how the group result was 
obtained. 

A surprising subject for image 
analysis is offered in the paper by 
Fairhurst et al., who wanted to detect 
as objectively as possible neurological 
dysfunction in patients suffering from 
Alzheimer's disease or other 
dementing illnesses, or patients who 
suffered from a stroke (CV A). Pro­
gressive development of such diseases 
is also difficult to monitor without 
objective appraisal. The idea of the 
authors was to let these patients copy 
a geometrical shape by free-hand 
writing and then to compare the result 
with the original target shape. It is to 
be expected that patients with neuro­
logical disorders will have difficulties 
in completing such tasks and that the 
result will be a function of the severity 
of the disorder. If the patient uses a pen 
connected to a computer -controlled 
writing tablet, several parameters can 
then be followed, such as execution 
time, pen velocity and acceleration, 
hesitation in task execution, tremor, 
errors, degree of matching, and dis­
tortions in lines and comers. Of course, 
to be able to compare different groups 
of patients, a standard data set should 
be defined. The resulting illustrations 
as shown in the article are very con­
vincing, although in forthcoming 
studies the authors will certainly extend 
their study by comparing patient 
groups in a more formal way. The 
authors foresee that their technique 
will also be used for screening pur­
poses. 

The last two articles in this section 
are on signal processing applications, 
the one by Khadra et al. discusses 
phonocardiograms, and the paper by 
Thorpe et al. cough sounds Phono­
cardiogram analysis by computers is 
one of the early applications of 
biosignal processing. A phono car­
diogram is a typical non-stationary 
signal so that an overall spectral 
analysis would hide certain important 
frequency components. For that rea­
son, data windowing is first applied 
before further analysis such as FFr. 
The authors have introduced a new 
method called the Wavelet Transform, 
which is essentially a decomposition 
of the signal into orthonormal com­
ponents, the wavelets. FFT can be 
used to compute the contribution of 
each wavelet in the original signal. It 
is clear from the publication and its 
conclusions that the method awaits 
further research to assess its diagnos ... 
tic value. 

The analysis of cough sounds can 
be of value for patients with chronic 
respiratory diseases such as asthma. 
Thorpe et al. have developed a system 
for the analysis of such sounds, de­
scribed in their paper, but also here the 
method needs further diagnostic as­
sessment. The signals that are acquired 
at the mouth instead of at the chest, 
consist of an air flow rate and sound 
pressures, and the method can be 
combined with a usual spirometric 
test. Signals are displayed together 
with their spectrograms during patient 
examination. Running frequency 
spectra are displayed in a quasi 3-D 
mode for user inspection, but as yet no 
further signal analysis is done, although 
the authors foresee the use of signal 
segmentation and further quantifica­
tion of parameters. 
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The paper by Willems et al. is the 
report of an extensive international 
evaluation study (known as the CSE 
project, Common Standards for 
QUtlntitative Electrocardiography) in 
which virtually all computerizedECG 
interpretation systems in the world 
were diagnostically tested. The diag­
nostic classifications of about 10 ECG 
systems were compared with ECG­
independentclinical evidence and with 
the group outcome of eight cardiolo­
gists, with the help of 1 ,220 well­
documented ECGs, falling in seven 
main diagnostic categories. The best 
systems had either an overall agree­
ment with the clinical evidence of 
about 70% or of about 80% if com­
pared with the group of cardiologists. 
Several · aspects of CSE may offer 
guidelines for similar assessment 
studies of other decision-support sys­
tems, such as how to collect a properly 
documented database; that an inde­
pendent coordinating institution 
should be involved· how to arrive at a 
Weighted group co~sensus of experts; 
:md how to present evaluation results 
tn a balanced and concise manner. The 
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Decision-Support Systems 

Just about 10 years ago, most papers on decision-support systems only 
described ideas and methods, without presenting results on extensive· 
evaluation studies. From the articles in this and the following sections of 
this Yearbook it is, therefore, impressive to see that so many decision­
support systems have now been thoroughly assessed and that several 
systems have been or are on the verge of being introduced in the clinical 
and health care setting. The central question in all evaluation studies is 
and will remain: what is the Objective Reference or Gold Stan~ard by 
which to evaluate the systems? Such objective reference material should 
preferably be collected in formal studies or by panels of independent 
experts. Ideally, the Reference is material which is not biased by the study 
itself. However, especially in medicine, this cannot always be avoided: 
the mere fact that participants of a study are aware that they are taking part 
in a formal evaluation study hampers the collection of objective material. 
A certain measure of objectivity can be achieved by using opinions from 
a panel or data from independent sources, such as clinical evidence from 
post-mortem evaluation. Several papers in this and the (ollowing section 
are outstanding examples of how to conduct assessment studies. 

effect of how the knowledge was ac­
quired in the ECG interpretation sys­
tems was clearly seen in the outcome 
of the CSE project: most programs 
were trained on cardiological expert 
knowledge, and some on ECG-inde­
pendent criteria. The former group 
showed a better agreement with the 
group of cardiologists, whereas the 
latter had a higher total agreement if 
compared with the clinical evidence. 

De Dombal is one of the pioneers in 
developing decision-support methods 
for internal medicine, and especially 
acute abdominal diseases. Over the 
years his team has published a host of 
innovative papers [ 11, 12] so that the 
editors were happy to include one of 
his recent articles in the Yearbook. In 
the past, studies by De Dombal et al. 
have indicated the importance of 
continuous training and support of 
physicians in complex areas such as 
the diagnosis of acute abdominal pain. 
In the present study, an impressive 
total of over 12,500 patients was in­
volved and true patient outcomes, such 
as perforation rate or negative 

laparotomy, were taken as references 
for the evaluation of the support meth­
ods. Three different support methods, 
or combinations thereof, for inexperi­
enced staff were mutually compared: 
structured data collection forms, real­
time decision support, and computer­
assisted teaching. It appeared that a 
combination of forms and teaching 
gave equally good results as forms 
plus direct decision support. The larg­
est decrease in unnecessary interven­
tions was seen in perforation rates 
among patients with appendicitis 
(falling from a base-line value of27% 
to about 12% in this study). De Dombal 
could also show - important in this 
time of steadily increasing costs of 
health care- a decrease in the usage of 
surgical beds. An interesting observa­
tion is made at the end of the article: 
The use of the computer for teaching 
may be a good alternative ''for those 
who are apprehensive about the real 
time use of diagnostic computers in a 
clinical setting", which might become 
a superfluous statement when the time 
has come that computerized decision 
support will be an accepted adjunct to 
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clinical care. 

Ideally, an evaluation of decision­
support systems is conducted by insti­
tutions that are independent of the 
original investigators who developed 
the systems (as was done in the CSE 
project). Such projects are expensive, 
all the more so when the interpretation 
systems and validation procedures are 
complex. In such circumstances it is 
wise to test components of the system 
separately or to carry out the evalua­
tion in different stages. Papers by 
Bemelot Moens are examples of as­
sessment studies in which the original 
investigators took no part either in the 
collection or in the evaluation of the 
specific decision-support system. 
However, in the present article 
Bemelot Moens and van der Korst 
compared their own Bayesian model 
for the diagnosis of rheumatic disor­
ders with the diagnosis of expert 
rheumatologists, but they used a fairly 
large independent test database for 
evaluation. The results were expressed 
in ROC curves, in which it is striking 
to see that both the model and the 
experts stay on the safe side and report 
only a few percentages of false posi­
tives, indicating a high specificity. 

The work of Spiegelhalter contains 
several studies on the value of struc­
tured questionnaires for diagnostic 
support [ 13]. In the article by Franklin 
et al. in which Spiegelhalter also par­
ticipated, a questionnaire was devel­
oped for life-threatening situations in 
which speed of action and correct re­
ferral may save lives of neonates suf­
fering from congenital heart diseases. 
Three situations were compared: con­
ventional referral of children to spe­
cialist cardiac centers, referrals sup­
ported by a structured questionnaire, 
and a method where a diagnostic al­
gorithm operated on the data from the 
questionnaire. The mere usage of the 
structured form gave an improvement 
in correct referrals, increasing from 
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34% to 48%; the implementation of 
the diagnostic algorithm would have 
improved this percentage to as high as 
78%. The appropriateness of man­
agement during transit from the re­
ferring center to the top cardiac centers 
was also assessed. Here, the computer 
model would have given an improve­
ment from the usual 80% to 91%. 
Correctly so, the authors see no reason 
for not introducing this method in real 
practice since it reduces both the 
morbidity and the mortality in neonates 
who are afflicted with congenital heart 
diseases. 

In the article by Nykanen et al. re­
flections are made on how to evaluate 
decision-support systems in medicine. 
Criteria are given for evaluation stud­
ies, based on an analysis of the literature 
in this domain. Evaluation should 
cover, in the words of the authors, all 
stages of the development process of 
the support systems. An important 
remark is that evaluation is a process 
to be continued after the introduction 
of a decision-support system into 
practice. The process of knowledge 
acquisition should also be part of the 
assessment. The authors discuss, too, 
what parties should be involved in this 
evaluation: users, domain experts, and 
above all third, independent parties. It 
is reassuring . to observe that several 
studies reported in the articles in this 
Yearbook have already adopted sound 
and objective ru1es for the evaluation 
of decision-support systems. 

Middleton et al. reported on a re­
formulated version of the QMR 
knowledge base, restructured with the 
help of probabilistic inferencing. This 
version of the system was evaluated 
with 23 single-disease CME cases 
published in the literature. The 
probabilistic model they used is based 
on Bayes' rule for mutually exclusive 
diseases. The results of their model 
were comparable with those of QMR 
itself, although the probabilistic ver-

sion was not very sensitive to unifonn 
prior probabilities. The authors think 
that their approach is well suited for an 
extension with utility parameters. An 
interesting observation that the authors 
make and which might be applicable 
to other knowledge bases as weJl, is 
that they are convinced that their re­
formulation of an existing KB saved 
them an enormous amount of time 
over developing their own knowledg~ 
base. 

A further paper on Bayesian rea­
soning is that of Gammerman and 
Thatcher. The authors did not assume 
independence of symptoms, though it 
lies at the root of Bayes' rule. The 
most discriminating symptoms are 
searched by a sequence of chi-squared 
tests. The resu1ts of the approach for a 
large collection of patients with acute 
abdominal p·ain (regretfully not the 
same as in the study by De Dombal et 
al.) were compared with a conven­
tional Bayes' model and diagnoses 
made by physicians. Although their 
model did not work out as well as 
"simple" Bayes (overall accuracy 65% 
and 74%, respectively) and the pre­
liminary diagnoses of physicians were 
76% correct, the authors still see many 
advantages for their method. The 
reason that their method performed 
less well is said to be caused by the 
insufficient size of the database that 
was used, so that it lacked sufficient 
detail. Currently, the authors are also 
investigating logical regression. 

The paper by Wu is based on his 
winning student paper at one of the 
last SCAMC meetings in Washington. 
It addresses a problem which is diffi· 
cult to formalize by computer models: 
how to interpret multiple disorders. 
This problem is even more complex if 
the diagnosis of different diseases is 
based on overlapping collections of 
symptoms. The problem can be tack· 
led by its decomposition into several 
subproblems which each form a co-
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herent problem area. Only very few 
diagnostic problems, however, can 
easily be decomposed; in that case at 
least a partial decomposition can be 
tried. 1bis is accomplished by as­
signing each existing symptom into 
clusters of existing decompositions. 
To that end, the paper states that four 
different operations can be followed: 
covering, restriction, addition, and 
extraction. To test the model, a spe-

Jeremy Wyatt discussed for a fo­
rum of practicing physicians the value 
of knowledge-based systems for 
medicine. This concise article offers a 
good overview of the present state of 
such systems, cites the most prominent 
principal investigators, and describes 
the ideal characteristics of a knowl­
edge-based system. Wyatt tells his 
audience that no system as yet meets 
the ideal criteria of comprehensive­
ness, accuracy and verifiability, ac­
cessibility, and adaptability, but he 
expects that such systems are, given 
the advances in present information 
technology, around the corner. He 
states, very properly, that professional 
medical societies are increasingly 
taking responsibility for their mem­
bers' competence. The establishment 
and maintenance of a medical knowl­
edge base, however, would be a major 
undertaking, as is the evaluation of 
existing systems. If this would be 
adopted by these societies, he expects 
a major leap forward in the quality of 
medical care. 

The article by Vander Lei et al. that 
addresses the quality of care and the 
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cific disease (prerenal azotemia) was 
chosen with the help of the QMR 
knowledge base [14], requiring that 
the symptoms of this disease should 
also be relevant for as many as possible 
other diseases. In this case, each 
symptom had a relation from 2 to even 
76 other diseases, in total resulting in 
147diseases. Testcaseswererandomly 
generated from the 14 symptoms, con-

Knowledge-based Systems 
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taining 7 to 12 symptoms each. Symp­
tom decomposition appeared to oper­
ate quickly and efficiently when 
compared to candidate generation. 
Above all, diagnostic performance 
increased substantially so that the au­
thor concludes that problem decom­
position is a step forward toward a 
new generation of decision-support 
systems. 

This section is not significantly different from the preceding one, al­
though here the structuring of medical knowledge plays a more promi­
nent role. The section starts with two papers, one by Wyatt and one by 
Van der Lei et al. that both reached the inner circles of clinicians by virtue 
of their publication in The Lancet. 

evaluation of a knowledge-based sys­
tem in a limited medical domain-the 
treatment of patients with hyperten­
sion - appeared in the issue follow­
ing that in which Wyatt's paper was 
published. A novel approach in the 
use of a knowledge-based system was 
followed in this study. The medical 
data contained in a routine computer­
based patient record system (Elias 
[15]), served as input to an expert 
system (Hypercritic [ 16]) that acted as 
a critiquing system. In this way, the 
physicians were not urged to enter 
patient data into a decision support 
system in a separate session. The 
question posed in this study was 
whether this combination of medical 
data and medical knowledge would 
generate similar critiques as domain 
experts would have done. From the 
study it appeared that- within its do­
main- Hypercritic could compete with 
eight expert reviewers and, which is 
equally important, that the computer­
based patient record system contained 
a sufficient amount of data to be used 
as input for the expert system. This is 
an encouraging result, since it should 
be realized that if ever knowledge-

based systems are accepted for routine 
clinical use, they should be fully inte­
grated in medical practice. 

One of the early systems introduced 
for routine decision support is DXplain, 
developed by the research group of 
Octo Barnett [17]. The paper by 
Feldman and Barnett describes the 
strategy for evaluating the accuracy of 
DXplain' s differential diagnoses. Once 
it has obtained disease symptoms, 
DXplain generates a list of plausible 
diseases that best explain the case 
terms, insteadofpickingjustone single 
diagnosis. In this evaluation study 46 
test cases were obtained from a variety 
of sources. It appeared that the system 
agreed well with the consensus of 
experts, scoring for 27 out of the 46 
cases within one standard deviation 
from the score of the experts. 

The Section of Medical Informatics 
at Stanford University is one of the 
earliest departments that invested a 
large amount of time and effort in the 
development of knowledge-based 
models and systems. There is a steady 
stream of papers in this field originat-
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ing from this group, headed by Ted 
Shortliffe [ 18, 19]. A few papers in the 
preceding and in this section are di­
rectly or indirectly connected to the 
research at Stanford, such as the paper 
by Herskovits and Cooper, that by 
Lehmann and Shortliffe, and the one 
by Kahn et al. The high-quality work 
in this department shows that it takes 
a large amount of time and effort be­
fore a solid foundation is laid for a 
scientific approach to designing 
knowledge-based systems. 

In a way parallel to some other 
papers in the preceding section, the 
article by Herskovits and Cooper 
shows that during the last years suc­
cessful attempts have been made to 
close the gap between heuristic and 
probabilistic methods. This paper at­
tempted to represent such probabilis­
tic relationships among the variables 
in expert systems by adopting Bayesian 
belief networks. In essence, a belief 
network is a graph of nodes and arcs, 
in which the nodes represent the 
variables and the arcs probabilistic 
associations. Since computation is 
complex, the authors have designed 
efficient algorithms based on 
precomputation or caching. Speedy 
algorithms are of importance in real­
time monitoring situations or in cir­
cumstances where interaction between 
system and user is required. 

Another example of a Bayesian 
approach is the paper by Lehmann and 
Shortliffe. The authors distinguish 
between probabilistic, methodologi­
cal, and domain knowledge. Citing 
Clancey, the authors state that one of 
the reasons to construct statistical ex­
pert systems is that the medical com­
munity has completely misconstrued 
the nature of statistical models. The 
system they designed (called Thomas), 
was intended to assist physicians in 
interpreting the results of randomized 
clinical trials (RCTs ). Physicians are 
often confronted with the outcome of 
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such trials and may wonder what the 
usefulness is for direct patient care. 
Thomas is able to give advice and 
assistance with respect to a clinical 
decision to be made on the basis of 
RCTs, patient data, and prior prob­
abilities on diseases. It will be inter­
esting to see the evaluation of this 
system on real cases in future publi­
cations. 

During this synopsis of the articles 
in the Yearbook thus far, several times 
the work on Internist or QMR [14] of 
the Section of Medical Informatics in 
Pittsburgh was mentioned, since QMR 
was either extended (Middleton et al.), 
or used as an input for further research 
(Wu). The present paper by Giuse et 
al. addresses the problem of how to 
obtain quantitative data for knowledge 
acquisition from the literature, in this 
way easing the work of knowledge 
acquisition by experts. This approach 
is also of great importance for 
knowledge maintenance, a research 
area that is not yet covered by most 
research groups. The method that is 
followed is that from diverse literature 
sources numerical figures are drawn 
and converted to a standard format. 
This pertains to ratios, percentages, 
and a pertinent reference for each en­
try. Non-numerical values such as 
qualitative texts were considered too 
imprecise to serve as inputs. These 
heuristics were then checked by a 
simple algorithm. The study is con­
sidered by the authors as very en­
couraging in that automated creation 
and maintenance of numerical data in 
medical knowledge bases is in prin­
ciple possible. This is at the same time 
equally important for knowledge 
validation. 

There are several extensive knowl­
edge bases operational for medical 
purposes. An example is the QMR KB 
which contains about 600 diseases and 
4,300 symptoms. Still no one can give 
solid proof that the knowledge con-

tained in such KBs is complete. 
Heckerling et al. studied the effect of 
incomplete knowledge on diagnostic 
outcomes. To that end, they used the 
Iliad system [20] (containing 700 
disease profiles) to generate diagnos­
tic suggestions, and compared the re­
sults with the diagnoses of two inter­
nists who were requested to diagnose 
the cases before and after confronta­
tion with Diad's verdicts. Fifty cases 
were used to test the system of which 
28 were contained in Iliad's KB. The 
physicians were able to improve their 
diagnoses significantly for the 28.cases 
for which Diad contained knowledge, 
but not so for the other 22 cases. The 
authors conclude in their last sentence 
that "when human consultants reach 
the limits of their knowledge they often 
express uncertainty, or gracefully defer 
to other experts; computer consult­
ants ideally should do the same." 

Kahn, Fagan and Tu studied the 
problem of temporal reasoning in 
medical expert systems that use data 
that change over time. In a way, also 
Vander Lei et al. were confronted with 
similar problems in critiquing hyper­
tension treatment based on temporal 
data in computer -based patient records. 
Kahn et al. extended the TOO (Time­
Oriented Databank) model by two 
versions, to use the data as inputs to an 
expert system such as Oncocin, an 
expert system for chemotherapeutic 
advice. Both extensions have proven 
to be able to encode complex temporal 
relationships. 

The article of Patrick et al. is an­
other example of a successful combi­
nation of image processing and 
knowledge processing. In a way it is 
comparable to the problem addressed 
by Tahoces et al., discussed in section 
3. Clinical findings and parameters 
from image processing are entered 
into a network of expert learning sys­
tems. This network was first trained 
and subsequently tested by 20 ran-

Yearbook of Medical Informatics 1992 



domly selected cases from a set of 128 
difficult cases with a ratio of 50150 
benign versus malignant. The main 
question to the system was to dis­
criminate between malignant aiJd be­
nign calcifications in mammograms. 
In comparison with the clinical evi­
dence, the system proved to be correct 
in 72% of the cases. The authors con­
clude correctly that their method re­
quires a more extensive evaluation 
and a presentation of the results by 

The paper by Baxt offers a compre­
hensive introduction into the method­
ology followed in neural networks. 
Although Baxt depicts a four-layer 
neural network, in most applications 
only three layers are used. As in all 
pattern recognition, the network is 
trained by a learning set, and there­
upon tested by an independent test set. 
The purpose of the study was to assess 
the usefulness of a neural network for 
the identification of myocardial 
infarction in patients presenting with 
~best pain. A collection of 352 pa­
tients was used to train the network; 
testing was done with 331 consecutive 
patients. Input data consisted of ele­
ment~ from the patient history, from 
physical examination and ST-T 
fidi ' 0 .ngs ~om the ECG. A group of 
cardiologists also diagnosed the same 
patients and had a sensitivity and 
specificity of about 78% and 85% 
l'eSpectively · These figures were fo; 

9
the neural network about 97% and 
6%~ti ' ... ,._~ vely. These results look 
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ROCs (as was done in the studies by 
Deller et al., Okajimaet al., Willems et 
al., and Tahoces et al.). Given the high 
incidenceofbreastcancer, even a slight 
improvement of diagnostic accuracy 
would be of great help which should 
also be balanced against costs. 

The contribution by Jones is an en­
thusiastic plea for the introduction of 
expert systems in nursing. Jones calls 
it an inevitable development. Essen-

Neural Networks 
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tially the paper is intended to be an 
introduction for non-experts and to 
explain the present possibilities and 
tools for the development of expert 
systems. However, knowledge in the 
nursing domain is often less quantifi­
able and less structured along formal 
lines. The author states that automated 
rule induction is a methodology which 
is best suited for knowledge-based 
systems in nursing. 

It has taken some time before neural networks found their applications for 
biomedical problems. The editors are happy to include here five papers 
that use a neural network approach for subjects that are directly or 
indirectly related to medicine. In the basic sciences and for rather 
restricted problem areas, neural networks already found a proper place 
some time ago. By incorporating these papers in theY earbook, the editors 
hope that further research is stimulated for medical decision support by 
neural networks as well. 

very promising for the neural network, 
although the authors properly con­
clude that the method should be tested 
on a larger group of patients. Besides, 
it should be questioned whether these 
good results are due to the neural net­
work or mainly to the choice of input 
parameters. If the latter is the case -
which would be no surprise -, other 
decision models should be able to 
derive at least at equally good results. 

The article by Furlong et al. also 
deals with myocardial infarction and 
is an attempt to predict infarction with 
the help of enzyme data. The neural 
network was properly trained and sub­
sequently tested with the help of en­
zyme data sets of 53 patients: 24 with 
and 29 without infarction. The sensi­
tivity of the system was 100% and its 
specificity 93%. Because of the few 
cases, this system should also be tested 
on larger material, but its results are 
certainly promising. 

The next two papers deal with ap­
plications in biochemistry: identifica­
tion of 1H-NMR spectra of oligosac­
charides and prediction ofE.coli RNA 
polymerase promotor sequences. As 
stated in the article by Meyer et al., 
neural networks can successfully be 
used in circumstances where the re­
searcher deals with strongly overlap­
ping feature distributions, a crucial 
problem in pattern recognition. In this 
study, itis the intention to use 1H-NMR 
spectra to discriminate between com­
plex carbohydrate structures. Features 
from spectra of oligosaccharides were 
used as inputs to the neural network 
with an input layer of over 2,000 nodes 
or neurons, a hidden layer of 10 and an 
output layer of 13 nodes. Spectral 
resolution was in this way 0.5 Hz per 
input neuron. The authors see as a 
clear advantage of neural networks 
over conventional pattern recognition, 
that no experts were required to define 
features in the spectra and define rules 
for discrimination. 
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Demeler and Zhou used a neural 
network for the determination of 
nucleic acid sequences by optimiza­
tion of the parameters of a neural net­
work of three layers. The network was 
trained with 80 known promotor se­
quences with different numbers of 
random sequences, and for testing a 
setof30promotorsequencesand 1500 
random sequences were used. The 
authors obtained very high accura­
cies: 100% for the promotor set and 
98.4% for the random set. They found 
that the number of nodes in the hidden 
layer did not have a significant influ­
ence on the outcome of the classifica­
tion. They have the impression that a 

The article by Safran has a general 
message for a host of research projects: 
whether it is possible to use the large 
quantities of medical data stored in 
hospital and departmental computers 
as a mine for data analysis, "a largely 
untapped resource for research". In a 
way, this issue was also addressed in 
the articles of Gelsema et al. and Van 
der Lei et al. The system developed by 
Safran is called ClinQuery and sup­
ports the interactive retrieval of rou­
tinely collected data. He cites an im­
pressive use of ClinQuery: over 900 
clinicians have used the system more 
than 10,000 times since it was made 
available. Of these consultations, the 
system was used in 38% of the cases 
for clinical research, in 16% for pa­
tient care, and in the remainder for 
teaching, data exploration, and ad­
ministration. Application areas varied 
widely: from cardiology to AIDS re­
search, clinical chemistry, or radiol­
ogy. If Safran's paper indicates a trend, 
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higher number of random sequences 
in the training set would further in­
crease the sensitivity of the network. 

In the article by Gindi et al., fluo­
rescence spectra were used to classify 
tissue either as atherosclerotic or as 
normal to guide selective laser abla­
tion of plaques. The study compared 
nearest-neighbors methods from the 
field of pattern recognition with the 
performance of a neural network. Two 
different training sets were used: for 
the aorta 50 normal and 50 abnormal 
specimens, and also 70 each for the 
coronary arteries. The neural network 

Biomedical Research 

with 22 input, 8 hidden, and 1 output 
node had an overall performance for 
the aortic data of 96%; for the !­
nearest neighbor method this was 98%. 
These figures were for the coronq 
data 87% and 87%, respectively. The 
authors also compared other classifi­
cation techniques with these two, such 
as multivariate linear regression_ 
principal component analysis, and 
Bayes' decision rule. Most classifica, 
tion results were the same order of 
magnitude as the other ones, although 
the nearest -neighbors method and the 
neural network back-propagation 
technique performed best. 

The last section of the Year book contains articles that cannot be sharpl~ 
categorized under any of the previous sections. All papers in this Section 
deal in one way or the other with the general topic of Biomedicali 
Research. 

all developers and users of hospital or 
departmental information systems 
should take care that the databases 
concerned are as reliable and com­
plete as possible. 

The contributions in this Yearbook 
by Jick et al., Johnson et al., Van der 
Lei et al., Ornstein et al., and Tsevat et 
al. already indicated the importance of 
routinely collected data for preventive 
usage. It is of great importance that all 
epidemiological or preventive studies 
investigate the recall bias when pa­
tients with certain risks are asked to 
reportoncertain accidents or disorders. 
Therefore, the editors were happy to 
include the paper by Lachenbruch et 
al. in the Yearbook. Lachenbruch in­
vestigated theeffectofkeeping records 
by patients themselves on such events; 
the group studied were elderly per­
sons who suffered from more or less 
severe falls. The method that 
Lachenbruch used is called the Pro-

portional Hazards Model. The authors 
think that their adjustmentofthis model 
can be generalized and can be useful 
for other areas in which time to an 
endpoint is of interest. 

In the preceding section, neural net­
works were used to predict the RNA 
sequence from 1H-NMR spectra of 
oligosaccharides. The present article 
by Gultyaev also deals with RNA se­
quencing, but now on the basis of 
using Monte Carlo simulation to study 
stepwise RNA folding by generating 
random structures. The article is a 
fascinating contribution of computers 
to molecular biological problems. It 
was made operational on a 8 MHz 
8088 processor, using Turbo C, and 
was efficient enough to arrive at sat­
isfying results in a short period of 
time. The medical informatics com­
munity should be aware that not only 
clinical applications deserve attention, 
but also applications of models and 
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large databases in the basic sciences 
request the attention of our field; this 
was an additional reason to include 
this paper in the Yearbook. 

A group that has built up a tradition 
in artificial intelligence is the one 
headed by Perry Miller. Miller is also 
aware of the fact that molecular biol­
ogy can be a very interesting area for 
researchers in medical informatics. In 
that respect he shares this view of Don 
Lindberg of the National Library of 
Medicine, who founded at NLM a 
substantially large group that works 
closely with NIH's human genome 
project. The article by Miller et al. is 
one of the first publications of activi­
ties in molecular biology by medical 
informatics researchers. The main is­
sue of this study is software devel­
opment and performance. In their 
project, the authors applied parallel 
computing to the system Linkmap, a 
program which is in use for genetic 
linkage analysis. The authors think 
that their exercise is a representative 
illustration of how to convert existing 
conventional, sequential and iterative 
programs to a parallel program, which 
is useful now that parallel processors 
are steadily becoming cheaper. 

The last paper in this sectiop. con­
cerns the evolution of the National 
Library ofMedicinein Bethesda, USA, 
from a rather small unit to the largest 
institution for the documentation of 
medical literature in the world. More 
and more, the NLM is becoming "in­
telligent", thanks to the challenging 
research projects taking place there. 
~Bakey gives in his paper an enthu­
stasti c overview of the developments 
at the NLM in this electronic age. For 
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the readers of the Yearbook it is im­
portant to see that the proliferation of 
the knowledge contained in the NLM 
is indeed worldwide. For that reason, 
the editors decided to put this article at 
the end of this series of high-quality 
papers in medical informatics. 
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