
f. Borst 

Division of Medical Informatics, 
Jl6pital Cantonal, Hopitaux 
t]niversitaires de Geneve, 
(Jeneva, Switzerland 

1. Introduction 

Gorry and Barnett [1] described a 
computer-aided diagnosis system 
based on a sequential approach, mim­
icking the physician who successively 
evaluates the current view of the prob­
lem (the patient), chooses to perform a 
test in the hope of gaining additional 
infonnation, and evaluates again - up 
to the point of ceasing - testing and 
making his diagnosis. 

The system was based on: 
- The information structure constitut­

ing the medical experience, based 
on a set of probabilities linking signs 
and symptoms; 

- The inference function, applying 
Bayes' conditional probability rules 
to the information structure; 

- The test selection function invoked 
by the program to select a test for 
the patient. Tests are sequentially 
selected according to the «current 
view» on the patient, the costs of 
tests, and the costs associated with 
possible misdiagnoses. 

This paper presents a pioneering 
~dy in the field of computer-aided 
diagnosis and raises several issues 
~gely still unsolved after 30 years: 
i The "information structure" refers 

~the knowledge representation that 
IS, the way of storing the knowl­
edge. Thirty years of computerized 
decision-making stillleavethis mat-
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ter open, with a variety of possible 
solutions ranging from numerical 
data representation to production 
rules, as well as other means, in­
cluding frames, heuristic methods 
or representations of cases (Section 
2). 

- The "inference function" describes 
how this knowledge is handled by 
the computer to provide the appro­
priate diagnosis on a given patient. 
Here, too, multiple solutions depend 
on the knowledge representation. 
Gorry and Barnett enlarge this func­
tion by adding a time dimension, i.e., 
a sequential approach in contrast to 
most of the existing decision-mak­
ing systems which perform an «all 
at once» approach. Behind the se­
quential approach lies the problem 
of the usefulness and costs of tests, 
which is a challenging issue (Sec­
tion3). 

- How does the program interact with 
the user; globally or sequentially? 
This question is closely linked to the 
notion of "clinicians' acceptance" 
(Section 4). 

2. Information structure 

The "information structure" refers 
to the knowledge representation, i.e., 
the way of storing the knowledge such 
that it can be handled by the "inference 
function". Gorry' s system of informa­
tion structure is built around Bayes' 

rules, which is a set of "a priori prob­
abilities for the diseases and condi­
tional probabilities for various signs 
and symptoms, given these diseases". 

Historically, Bayes' rule was first 
applied in health care by Homer 
Warner in the early sixties [2], fol­
lowed by this paper in 1968. Warner 
and Gorry are, thus, pioneers of this 
approach. Then came De Dombal, in 
1972,inthefieldofabdominalpain[3], 
together with Lusted [4]. Bayes' rule 
systems are still used in medicine to­
day, even though the problems of using 
them are well known: 
- Bayes' approach is based on real 

observations reduced to averages. 
A patient having two diseases si­
multaneously may not be recog­
nized by the system, if being in­
between two disease profiles; 

- Associations of signs or symptoms 
cannot be handled as Bayes' rule 
considers all fmdings independent, 
which is an uncommon situation in 
medicine. 

After thirty years of computerized 
decision-making, the discussion on 
knowledge representation remains 
open, with a wide variety of solutions: 
- Systems based on numerical repre-

sentation of knowledge, other than 
Bayes, i.e., decision analysis [5, 6] 
and discriminant analysis [7]; 

- Systems based on production rules 
[8], alerts or critiquing systems (Sec-
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tion4), 
- Heuristic systems, such as QMR, 

the largest system in the field of 
internal medicine [9], or systems 
based on heuristic classification [1 0]; 

- Neuronal networks [11] or learn­
ing-based systems [12]; 

- Semantic networks or frames [13, 
14]; 

- Systems based on case represent­
ation [15, 16]. 

These systems also have their draw­
backs; most of them are confined to a 
restricted domain and their knowledge 
isdifficulttomaintainand update. Gorry 
admits that the determination of this 
knowledge is difficult: "The determi­
nation of these costs (on some com­
mon scale) is undoubtedly extremely 
difficult in any actual problem area". If 
the initial determination of parameters 
is difficult, updating will also be com­
plex and time consuming, with the 
constant risk of destroying the coher­
ence of the previously recorded knowl­
edge. QMR, for example, requires an 
effort of more than 35 man-years for 
building and maintaining the knowl­
edge. The process of adding a new 
disease or syndrome is time consum­
ing and complex. Every two or three 
years, an entire set of" classical" cases 
is analyzed with the aim of checking 
the coherence of the knowledge base 
[17]. 

In this context, critiquing systems 
are emerging, which are increasingly 
used for decision-making (Section 4). 

The origin of knowledge is an im­
portant issue in decision-making pro­
grams. Either the knowledge comes 
from experts and is represented as 
"disease knowledge", building an aver­
age ideal case for each diagnosis, or 
the knowledge originates from a set of 
individual cases. Should the knowledge 
be represented as diseases or as cases? 

Most systems presented above rep­
resent their knowledge in the form of 
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an average case for each diagnosis, 
the memory of original cases having 
been reduced to average probability 
factors (i.e., the probability of having 
such diagnosis, on the basis of a given 
fmding). As long as the reference popu­
lation is homogeneous this approach is 
adequate, but in the presence of sub­
populations the average case (the theo­
retical case) diverges from reality, each 
sub-population having its own charac­
teristics and associations of fmdings. 
The system will then look for an aver­
age case that does not exist. 

This issue was raised by Gorry him­
self some years later: "... diagnostic 
approach can be considered as solving 
a problem which consists of classify­
ing a patient with the goal of compari­
son with previously known patients 
from which therapeutics and prognos­

·tic implications are known" [18]. 
Kassirer added that this classification 
process has to be based on numerous 
data: "a large number of data have to be 
gathered on many aspects of the patients 
before the physicians can be convinced 
of the exactitude of the diagnosis" [19]. 

This leads to another comment: one 
can notice in the presented results a 
relationship between the number of 
studied cases (column 3 of Table 2 in 
the article) and the average probability 
assigned to correct diagnoses (column 
4 ): the correlation coefficient R is 0.59. 
In other words, the mean probability 
assigned to correct diagnoses is 0.26 
(median 0.04) when the number of 
cases is lower than 11, and 0.69 (me­
dian 0.75) when greater than 10 (t-test 
p-value < 0.001, Mann-Whitney p­
value = 0.01). This may be due to a 
random effect or to the fact that the 
disease knowledge is better when the 
prevalence is higher; this better knowl­
edge is reflected in the "information 
structure" (the set of probability rela­
tions between 35 diseases and 57 signs 
and symptoms available in the pro­
gram). There is also a significant rela-

.. 
tionship between the average prob.. 
ability assigned to the correct diseas8 
(column 4 of Table 2) and the a priorj 
probability of the disease (column 2). 
This possible relationship between the 
number of cases and the diagnostic 
power suggests that the system may 
be improved by increasing the number 
of cases. 

3. Sequential Approach and 
Usefulness of Tests 

The inference function represents 
the way in which the computer reaches 
a diagnosis according to its knowledge 
representation and the patient data. If 
Bayes' rule has become a classic since 
1968, the way of applying it, by a 
sequential approach, remains original 
to this day. 

The potential value of a test is influ­
enced by the current view on the pa­
tient, i.e., his specific context. For ex­
ample, a chest X-ray will provide more 
information in suspicion oftubercul01 
sis than in suspicion of appendicitis, 
The more information the physiciat1 
obtains about the patient, the less risk 
of a possible misdiagnosis. On the 
other hand, the tests available are not 
without some costs in terms of patient 
discomfort, time of skilled persons, 
money, etc. There is a conflicting ten­
dency to keep the number of diagnos­
tic tests to a minimum. The physician 
resolves this conflict by performing a 
sequential diagnosis. When the results 
ofthe test are known and are incorpa, 
rated into his current view, he can 
choose to perform another test in the 
hope of gaining additional information 
or to cease testing and make his diag· 
nosis. Gorry and Barnett's paper is 
centered around this conflict and around 
the question: "what is the best test to 
perform for my patient, using what I 
know about him or her, to have the best 
chance of getting adefmitediagnosis?" 
This approach underlines theimportancif 
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the context of the patient, the "current 
•w",andleads to a sequential diagnosis 
'fflCO~uter,reproducingthephysician' s 

teaSorung. 

Gorry and Barnett's approach of 
die cost problem remains one of the 
IJlOSt interesting aspects of this paper. 
AJready in 1968, this problem was 
considered as central, even though at 
that time economic constraints on health 
care were not as strong as today. Their 
notion of cost contains "the costs of 
tests and the costs of the misdiag­
noses". During the physician-computer 
session, tests are sequentially selected 
according to the current view of the 
patient, their own costs and the costs 
associated with possible misdiagnoses. 
Each pair of diagnoses is associated 
with a cost of misdiagnosis, e.g., 
1,000,000 for diagnosing a malign to­
moras benign, or 100,000 for the oppo­
site. "That is, decisions about the pa­
tient reflect not only the likelihoods of 
the possible diagnoses, but the poten­
tial cost of misdiagnoses as well". 

Costs of test are also present in 
other decision-making systems, such 
as QMR [9], which provides for each 
proposed test an estimation of its, cost 
e.g., "Simple, Inexpensive Laboratory 
Tests" (such as "ECG: ST Segment 
Depression With Reciprocal Elevation 
During Substernal Pain") or "Moder­
ately Expensive and/or Invasive Labo­
ratory Tests" (such as "ECG: Ven­
tricular Premature Contractions 
Exertional"). Decision analysis also 
contains the notion of utility of tests, in 
the management, for example, of pul­
monary embolism where there are risks 
of complications from both pulmonary 
arteriography (a potentially harmful 
mvasive test) and long-term antico­
agulation [5,6]. The article definitely 
Gorry clearly opened up a path by the 
clear notion of" misdiagnosis". 

One may argue that cost is associ­
ated with time, as the cost of one day 
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of hospitalization is probably higher 
today than most of the performed tests, 
and the rapid performance of a power­
ful test at the beginning of hospitaliza­
tion can save time and thus cost, by 
ruling out several diagnoses. This ob­
servation could lead to the need for 
updating cost data within the model. 

A dynamic approach can be seen in 
more recent models, such as "Dy­
namic decision analysis", which are 
able to incorporate a Bayesian learn­
ing system to automatically learn the 
probabilistic parameters from large 
medical databases [20]. . 

4. Clinicians' Acceptance 

Shortliffe, in 1976[8], quoting Croft 
[21], notes that three basic problems 
remain to be solved before developing 
diagnostic problems: 
- Lack of standard medical defini­

tions; 
- Lack oflarge, reliable medical data 

bases; 
- Lack of acceptance of computer­

aided diagnosis by the medical pro­
fession. 
User acceptance was already a 

problem in 1972 and remains so today. 

User acceptance, especially by cli­
nicians, plays a major role in the dis­
semination of decision-making soft­
ware. For acceptance by clinicians, a 
computer program should: 
- A void silly questions (it should con­

tain basic knowledge and be con­
text-dependent); 

- Be able to explain its reasoning (not 
act as a black-box); 

- Contain an undetermined factor that 
will ensure its success. 
Unfortunately, the most important 

factoris probably the last one. Response 
time is also important, because physi­
cians are always under pressure of time. 

User acceptance certainly plays a 

role in Garry's assertion: "the funda­
mental role that sequential decision­
making plays in the process. It seems 
clear that it will be necessary for a 
computer program to exploit an analo­
gous capability". Another detail shows 
that the author is well aware of this 
problem; in his example session (Table 
1 ), he quotes successive dialogues with 
the computer, which uses at least three 
synonyms to incite the user to interact: 
"Please continue", "OK, please go on" 
and "All right, goon please". This detail 
strongly suggests that Garry consid­
ered the form of the man-machine 
dialogue as important. 

In terms of clinical acceptance, it is 
worth mentioning "critiquing 
systems"thathave been well accepted. 
These systems are often simple, if 
based on only a few rules, and are 
integrated into existing information 
systems, such as hospital information 
systems or electronic patient records. 
For example, The HELP system inte­
grated a computer system to minimize 
overtransfusion by prompting physi­
cians when orders were made that did 
not meet accepted criteria [22]. Safran 
has integrated such alerts in the elec­
tronic patient history, for example, that 
"your patient's white blood cell count 
has dropped and you should consider 
adjusting the AZT dose", or "your 
patient's CD4counthas been below 200 
on two occasions and you should con­
siderprophylaxis for Pneumocystiscarinii 
pneumonia" [23). 

5. Conclusion 

This paper contains the germs of 
what would become a period of 30 
years of decision-making systems, 
knowledge representation, and how to 
deliver this knowledge to the physi­
cian. Gorry and Barnett point out a 
central question: the usefulness and 
costs of tests and the risk of misdiag­
nosis. As they say, "Any measure of 
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diagnostic perfor~ance should be 
based on total cost, both the cost of 
testing and the cost of misdiagnosis". It 
should become a reflex for any physi­
cian before requesting a test to ask: 
"What happens if the testis positive; 
will I change my therapeutic atti­
tude?", "What if the test is nega­
tive?" and, to add a third question: 
"To what extent could the test result 
be misleading, i.e., leading to a mis­
diagnosis?" Today's economic con­
straints begin to promote such ques­
tions as common behavior, involving 
"practice guidelines" or "evidence­
based medicine". 

Looking at 30 years in retrospect, 
with the ongoing problem of updating 
knowledge representation, one may 
take advantage oftoday's progress in 
information technology and hospital 
information systems that allows to in­
tegrate data collection in a continuous 
process for all cases, not only during 
some periods on some samples. Ap­
plying this advantage to Gorry and 
Barnett's approach to the utility of 
tests, then leads to a continuous moni­
toring of the performance of tests. 
One could imagine, for example, a 
system where the test performer, let's 
say the radiologist, states for each 
report the suspected diagnosis (a priori), 
the diagnosis proven or not after the 
test (a posteriori), and the discriminant 
power of the examination (in terms of 
"normal result", "unspecific abnormali­
ties", "pathological findings unrelated 
to the principal diagnosis" or "examina­
tion leading to diagnosis"). Such a 
method could bring Gorry and Barnett's 
approach into daily practice and thus 
make a link between old and recent 
techniques. 
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