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ABSTRACT

Background Large volumes of data increasing over time lead

to a shortage of radiologistsʼ time. The use of systems based

on artificial intelligence (AI) offers opportunities to relieve the

burden on radiologists. The AI systems are usually optimized

for a radiological area. Radiologists must understand the basic

features of its technical function in order to be able to assess

the weaknesses and possible errors of the system and use the

strengths of the system. This “explainability” creates trust in

an AI system and shows its limits.

Method Based on an expanded Medline search for the key

words “radiology, artificial intelligence, referring physician in-

teraction, patient interaction, job satisfaction, communica-

tion of findings, expectations”, subjective additional relevant

articles were considered for this narrative review.

Results The use of AI is well advanced, especially in radiology.

The programmer should provide the radiologist with clear ex-

planations as to how the system works. All systems on the

market have strengths and weaknesses. Some of the optimi-

zations are unintentionally specific, as they are often adapted

too precisely to a certain environment that often does not

exist in practice – this is known as “overfitting”. It should also

be noted that there are specific weak points in the systems,

so-called “adversarial examples”, which lead to fatal misdiag-

noses by the AI even though these cannot be visually distin-

guished from an unremarkable finding by the radiologist.

The user must know which diseases the system is trained for,

which organ systems are recognized and taken into account

by the AI, and, accordingly, which are not properly assessed.

This means that the user can and must critically review the

results and adjust the findings if necessary. Correctly applied

AI can result in a time savings for the radiologist. If he knows

how the system works, he only has to spend a short amount of

time checking the results. The time saved can be used for

communication with patients and referring physicians and

thus contribute to higher job satisfaction.

Conclusion Radiology is a constantly evolving specialty with

enormous responsibility, as radiologists often make the diag-

nosis to be treated. AI-supported systems should be used con-

sistently to provide relief and support. Radiologists need to

know the strengths, weaknesses, and areas of application of

these AI systems in order to save time. The time gained can

be used for communication with patients and referring physi-

cians.

Key Points
▪ Explainable AI systems help to improve workflow and to

save time.

▪ The physician must critically review AI results, under con-

sideration of the limitations of the AI.

▪ The AI system will only provide useful results if it has been

adapted to the data type and data origin.

Review
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▪ The communicating radiologist interested in the patient is

important for the visibility of the discipline.

Citation Format
▪ Stueckle CA, Haage P. The radiologist as a physician – arti-

ficial intelligence as a way to overcome tension between

the patient, technology, and referring physicians – a nar-

rative review. Fortschr Röntgenstr 2024; DOI 10.1055/a-

2271-0799

ZUSAMMENFASSUNG

Hintergrund Große und progrediente Datenmengen führen

zu einer Verknappung der Zeit des Radiologen. Der Einsatz auf

künstlicher Intelligenz (KI) basierender Systeme bietet Mög-

lichkeiten, den Radiologen zu entlasten. Die KI-Systeme sind

in der Regel für ein radiologisches Gebiet optimiert. Der Radi-

ologe muss die Grundzüge ihrer technischen Funktion verste-

hen, damit er Schwächen und mögliche Fehler des Systems

einschätzen und auf der anderen Seite Stärken des Systems

nutzen kann. Diese „Erklärbarkeit“ schafft Vertrauen in ein

KI-System und zeigt dessen Grenzen auf.

Methode Durchführung einer erweiterten Medline-Suche bis

10/2023 zum Thema „Radiologie, künstliche Intelligenz, Zu-

weiser-Interaktion, Patienten-Interaktion, Arbeitszufrieden-

heit, Befundkommunikation“. Es wurden subjektiv weitere

relevante Artikel für dieses narrative Review berücksichtigt.

Ergebnisse Der KI-Einsatz ist gerade in der Radiologie weit

fortgeschritten. Dem Radiologen sollten vom Programmierer

verständliche Erklärungen der Funktionsweise seines Systems

geliefert werden. Alle am Markt befindlichen Systeme haben

Stärken und Schwächen. Die Optimierungen sind teilweise

unbeabsichtigt spezifisch, da sie häufig zu genau an eine bes-

timmte, in der Praxis oft nicht vorhandene Umgebung ange-

passt sind – „Overfitting“ genannt. In den Systemen gibt es

auch spezifische Schwachstellen, sogenannte „gegnerische

Beispiele“, die zu fatalen Fehldiagnosen der KI führen, obwohl

diese optisch für den Radiologen nicht von einem unauffälli-

gen Befund zu unterscheiden sind. Der Benutzer muss wissen,

auf welche Erkrankungen das System eingelernt ist, welche

Organsysteme erkannt und mittels KI berücksichtigt werden

und auch entsprechend, welche nicht ordnungsgemäß erfasst

werden. Damit kann und muss der Benutzer kritisch die Er-

gebnisse überprüfen und gegebenenfalls den Befund anpas-

sen. Richtig eingesetzte KI kann zu Zeitersparnis beim Radi-

ologen führen. Wenn er seine Systeme kennt, muss er nur

wenig Zeit aufwenden, um die Ergebnisse zu überprüfen. Die

so gewonnene Zeit kann für die Kommunikation mit Patienten

und Zuweisern genutzt werden und so dazu beitragen, eine

höhere Zufriedenheit im Beruf zu erzielen.

Schlussfolgerung Die Radiologie ist ein sich ständig weiter

entwickelndes Fachgebiet mit enormer Verantwortung, da

die Radiologie häufig die zu behandelnde Diagnose stellt. Zur

Entlastung und Unterstützung sollten konsequent KI-ge-

stützte Systeme genutzt werden, deren Stärken, Schwächen

und Einsatzgebiete der Radiologe kennen muss, um Zeit zu

sparen, die er für zielgerichtete Kommunikation einsetzen

kann.

Kernaussagen
▪ Erklärbare KI-Systeme tragen zu einer Verbesserung des

Arbeitsablaufes und zur Zeitersparnis bei.

▪ Der Arzt muss Ergebnisse der KI kritisch überprüfen, dabei

Grenzen der KI kennen und berücksichtigen.

▪ Die KI-Systeme liefern nur dann verlässliche Ergebnisse,

wenn sie auf die Datenart und Datenherkunft angepasst

wurden.

▪ Der kommunizierende, am Patienten interessierte Radi-

ologe ist wichtig für die Sichtbarkeit des Fachgebietes.

Background

Radiology is an interface discipline. The main areas of responsibil-
ity include the analysis of images and imaging-guided treatment
of certain diseases.

As a technical discipline, radiology is continuously undergoing
further development. As a result of these further developments,
the number of available images is increasing while scan times are
decreasing. Many findings are determined in compliance with
defined standards. Depending on the type of disease, these are
based on scans acquired in defined planes and locations. Radio-
logical diagnosis and intervention are thus increasingly reproduci-
ble and less susceptible to error. The continuously increasing
number of images and the increasing demand for interpretation
mean a greater workload for radiologists.

Development of radiology

As a technology-based discipline, there have been many develop-
ments in radiology since the discovery of X-rays by Conrad Rönt-
gen in 1895. In particular, the introduction of computed tomog-
raphy (CT) and magnetic resonance imaging (MRI) were major
milestones that changed radiology. The first CT scanners at the
start of the 1970 s provided individual images with slice thicknes-
ses of more than 4 cm. The rotation time has become shorter,
slice thickness has become smaller, and scanners have become
faster. At the start of the CT era, gaps were left in the scan volume
in order to ensure sufficient cooling of CT scanners and to save
time [1]. As a result of the introduction of spiral CT and subse-
quently multidetector spiral CT and volume CT, thin-slice 3D data-
sets have been increasingly acquired (▶ Fig. 1). Instead of scan
gaps, overlapping slices are acquired today. Therefore, numerous
thin-slice reconstructions are the standard today in CT. They can
be supplemented with specific reconstruction algorithms and
thus be made available in the desired layout for viewing and inter-
pretation. At the same time, the number of patients examined per
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time unit is increasing. Consequently, the number of patients to
be examined per time unit and the number of images to be
viewed and interpreted are continuously increasing (▶ Fig. 1).
This has resulted in a significant increase in the workload for radi-
ologists. Moreover, examinations have increased not only in num-
ber but also in complexity. In addition to morphological images,
functional and dynamic evaluations and diffusion maps are
increasingly created. The amount of data that radiologists must
process promptly, precisely, and in a targeted manner is thus fur-
ther increasing. As a result of the increasing workload, greater dis-
satisfaction, an increase in the number of cases of burnout, and
early retirement have been seen among radiologists [2]. Modern
radiology is therefore currently confronted with four major chal-
lenges: large amounts of image material to be interpreted (big
data), high demand for reporting and communication, a shortage
of personnel, and a significant number of patients.

Artificial intelligence

The greater workload has resulted in alternative approaches
regarding workflow and reporting. To allow more time for com-
munication with patients and referring physicians, AI-supported
expert systems have increasingly become a topic of interest.

Due to the image-based work in radiology, it offers ideal condi-
tions for the use of AI for evaluation [1–4]. Artificial intelligence has
been incorporated into radiology in stages: in the form of the first
expert systems in the 1980 s, in the form of probabilistic systems in
the 1990 s, and as increasingly sophisticated deep learning models
since the end of the 2000 s [5]. The number of publications addres-
sing AI-based reporting has increased accordingly [4].

The AI systems used in radiology and generally in medicine
comprise two fundamental methods: AI data is generated by

learning from a human being or by extracting previously unknown
information [6, 7].

In radiology, artificial intelligence is primarily used in MRI (37%
of AI systems use MR datasets) followed by CT imaging (29 %),
with the most common task being segmentation (39 %) [4]. Re-
search in neuroradiology and chest radiology is currently a main
topic of interest [3, 4].

Particularly in areas like oncological imaging where compari-
son with previous images is essential and scan results typically
have to be added to a specific evaluation system, it is helpful
when the preliminary work is performed by a corresponding sys-
tem [8]. Therefore, AI has been implemented for many applica-
tions in the diagnosis and segmentation of pulmonary nodules
and corresponding research is being conducted [4, 8, 9].

Black box problems

Successful use of AI has also been increasingly reported in other
areas. A current review regarding the depth of myometrial inva-
sion shows successful diagnosis of this disease using AI. The
review shows that various AI systems based on different AI tech-
niques can help to evaluate the depth of myometrial invasion. It
also shows limitations with respect to the AI systems and the eval-
uating radiologists. It is often unclear how an AI system reaches its
results [10].

For this reason, “explainable AI” is often promoted and reques-
ted. This means that the AI system and its results should be able
to be explained.

The term explainable AI refers to a series of processes and
methods that allow human users to understand and trust results
and output generated by machine learning algorithms. Explain-
able AI is used to describe an AI model, its expected effects, and
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potential inaccuracies. It helps to characterize model accuracy,
correctness, transparency, and results during the AI-supported
decision-making process. Radiologists who regularly use AI appli-
cations to optimize their workflow must understand how to
achieve results that will save time. Explainable AI is extremely im-
portant for creating trust among physicians and patients when AI
models are used to help make medical decisions.

The more advanced the AI system, the more difficult it is for
human beings to understand how the algorithm arrived at a
particular result. The entire calculation process becomes a black
box that can no longer be interpreted. These black box models
are created directly from the data. Not even the software engi-
neers and data scientists who developed the algorithm can under-
stand or explain exactly what is happening or how the AI algo-
rithm arrived at a certain result.

Explainable AI

There are many advantages to the user being able to at least par-
tially understand how an AI-supported system arrived at a certain
result.

Image processing AI systems often use the data enrichment
technique. This means that image data are modified in many
ways in preparation to be analyzed by the neural network. Classic
steps for such enrichment are geometric changes, scaling of the
region of interest, intentional addition of Gaussian noise, contrast
enhancement, gradual potentiation of image data, insertion of
Gaussian blurring, and mathematical pruning of the dataset.
These mathematical processes take place prior to the actual anal-
ysis of the dataset in the neural network. These mathematical
models, which are adapted in a complex manner to the relevant
task, are often not understandable for the user [11].

Explainability can help developers to ensure that the system
functions as expected. It can be necessary to meet regulatory
standards or it can be important to allow those affected by a
decision to refute or change the result [12].

Explainable AI should follow basic principles to ensure trust be-
tween AI and human beings. The US Department of Commerce
created an overview:
▪ Explanation: The AI system provides or contains accompanying

documents or reasons for results and/or processes.
▪ Meaningful: The AI system provides explanations that are un-

derstandable for the intended consumer.
▪ Explanation accuracy: The explanation is adapted specifically

to the displayed result. The explanation correctly reflects the
reason for generating the output and/or accurately reflects the
system’s process.

▪ Knowledge limits: A system only operates under conditions for
which it was designed and when it reaches sufficient confidence
in its output [13].

Explainable AI: Sources of error, risks,
and subsequent adaptation

A current review from the year 2022 examined which explainabil-
ity methods were used in radiology studies for the application of
AI. The review came to the conclusion that explainability was
achieved in 49% of studies by providing cases/examples. No ex-
plainability was offered in 28% of studies, visualizations and sal-
iency maps were offered as explanations in 18%, and the results
were discussed retrospectively in 5 % [4]. In this context, exam-
ples, i. e., image datasets, coded according to the disease are re-
viewed on the basis of coded sample datasets or test image data-
sets. As a critical point, the study states that some software uses
image datasets from only one hospital and only very small data-
sets were used in some cases. Using visualization tools, the AI
software can show the developer which features in the image or
dataset were used to make the primary decision. The maps show
corresponding foci that the software used for orientation [4].

The systems and especially primary system testing and the cor-
responding adaptation of the AI systems during the software
training phase typically ensure that the corresponding software
functions reasonably in a narrow application field, i. e., in the
framework of the learned parameters [14, 15].

To achieve verifiable and highly reliable AI results, labeled data-
sets are often used to train AI systems. Only image data that has
been checked by a human expert and provides a clear result
should be used. AI is supplied with the greatest possible amount
of such data. The test is then performed – also with a reviewed
dataset – and the system results to be expected are positively va-
lidated with a high probability. Specific training for a particular
use case can result in overfitting of the neural network and thus
ultimately in an overoptimistic expectation of the model. Overfit-
ting occurs when an AI system learns to make predictions based
on image features that are specific to the training dataset and
cannot be generalized to new data.

This can then result in failure of the model in the case of data-
sets from other hospitals or practices. One example of overopti-
mization is a prevalence of certain diseases on one scanner. If for
organizational reasons the majority of severely ill patients are ex-
amined on one scanner, e. g., on “CT1”, but there are additional
CT units that are not used for examining this special group of pa-
tients, the AI erroneously learns that there is an increased prob-
ability for a serious disease based solely on the fact that the exam-
ination is performed on this specific scanner (CT1). If the same
software is used under other conditions, the factor included in
the assessment (CT1) is omitted yielding completely different
results [16].

One method to avoid this overoptimization is cross-validation:
a sampling procedure for repeated classification of a dataset into
independent cohorts for training and testing. The separation of
training and test datasets ensures that performance measure-
ments are not distorted by direct overfitting of the model to the
data. During cross-validation, the dataset is divided multiple
times, the model is trained and evaluated with one subgroup in
each case, and the prediction error is averaged over the test
runs. The use of cross-validation allows estimation of the general-
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ization performance of an algorithm, determination of the most
suitable algorithm from multiple algorithm systems, and adjust-
ment of model hyperparameters, i. e., fine tuning of the settings
in the algorithm used to configure and train the model [7, 10].

A further method for targeted and effective selection of impor-
tant radiological features within an AI algorithm is the “Least Ab-
solute Shrinkage and Selection Operator” (LASSO), which modi-
fies the standard regression methods in that it is limited to a
certain subset of all available covariates [5, 17]. Predictor vari-
ables that can contribute to overfitting are thus removed. Via
manual human-controlled segmentation of lesions in a training
environment, the reproducibility of feature detection is deter-
mined by various human operators. Non-reproducible features
are thus rejected [5].

Optimization of AI and minimization
of potential weaknesses

A current study on the underdiagnosis bias of artificial intelligence
algorithms applied to chest radiographs in under-served patient
populations shows the need for critical examination of AI in radi-
ology. This result has been given significant attention and shows
the limitations of the technique. The authors of the study [18]
were able to show that classifiers created with the latest computer
vision techniques consistently and selectively underdiagnosed un-
derserved patient groups and that the rate of underdiagnosis in
these groups, e. g., Hispanic patients, was also significantly higher
without the use of AI-based systems. This means that a group that
is already underserved in the current medical system is also un-
derserved by AI-supported systems, thus showing how important
it is to continuously review and examine the algorithms [18].

Software systems that test AI systems for errors and correct-
ness of explanation models to prevent such errors are now being
developed [19, 20].

AI-based reporting systems undoubtedly support reporting [2,
5]. Many AI-based systems are used in chest radiography. For
example, they achieve impressive accuracy between 0.935 and
0.978 in the diagnosis of pneumothoraces [21–23]. Many AI ap-
proaches with very high diagnostic accuracy were also introduced
for diagnosing COVID [24–26].

In the ideal case, AI systems should be trained and validated for
the entire spectrum of possible diseases in datasets of varying
quality within a certain examination modality. However, this is
not yet possible due to the high variability in real clinical situations
[7, 27]. Therefore, AI systems are currently only designed for a
specific application and are limited to this application.

As a current development, in addition to deep learning and
deep learning networks, radiomics is a topic of interest as a future
technique that may provide additional advantages with respect to
reporting. After segmentation of the corresponding morphologi-
cal correlate, e. g., “pulmonary nodule”, AI systems use an assess-
ment cascade containing as many learned features as possible to
evaluate the detected pulmonary nodule [9].

AI studies primarily from basic research with promising results
often show only limited potential for generalizability and immedi-
ate clinical implementation. There is a high risk of distortion, par-

ticularly due to the lack of external validation. Moreover, a clear
and understandable explanation of how the system works and
which limitations need to be taken into consideration is missing
in most cases [4, 15].

In unfavorable situations, even minor changes to input data
that are often invisible to the human eye can result in dramatically
different classifications [5]. This different and in the worst case
scenario incorrect classification results from the fact that complex
neural networks also overemphasize certain features. Therefore,
for example, different body types outside the norm are a problem
for AI. One study from the year 2023 examined the possibility of
automated volumetric analysis of the abdominal wall muscula-
ture. In this study, the AI system unsuccessfully performed auto-
mated muscle volumetric analysis in one patient with well-defined
abdominal muscles apparently because the system had been
trained on a certain ratio of fat to muscle. The muscles that were
clearly visible to the radiologist were not correctly detected by the
AI system because the subcutaneous fat tissue that is otherwise
typical and was apparently always present in AI training was barely
visible [28].

In connection with incorrect classification, one study shows
that an imperceptible, non-random perturbation of an image to
be evaluated can arbitrarily change the prediction of the neural
network in spite of sufficient training. The reason for the error is
complex. A sufficiently trained neural network is robust with
respect to minor perturbations in the entered image dataset. A
minor perturbation cannot change the object category of an
image. However, there are regions within the detection matrix
that result in a significant deviation in results in the network. If
the perturbation or deviation is present in this image region, a
maximum prediction error occurs. In information technology,
the term “adversarial examples” is used in this case.

These adversarial examples are relatively robust – even if the
neural network was trained with various subsets of the training
data. This means that the neural network is specifically suscepti-
ble to a discrete case in the data to be analyzed and that especially
“deep layer” networks that learned by means of backpropagation
intrinsically have blind spots. Interestingly, the specific nature of
these perturbations is not a random artifact of the learning: The
same perturbation can cause a different network that was trained
on another subset of the dataset to classify the same input incor-
rectly [16, 29].

The best use of AI in medicine is as a reliable assistant requiring
supervision (▶ Fig. 2). The AI system ideally indicates possible er-
rors in the relevant analysis. One possible method is for the AI sys-
tem to provide reliability intervals so that the medical expert can
determine when a closer look is warranted [30].

The use of AI for assisted reporting in radiology is clearly the
future, particularly when radiologists successfully use the
strengths of the technology and know and avoid the weaknesses.
According to Curtis P. Langlot: “‚Will AI replace radiologists?‘ is the
wrong question. The right answer is: Radiologists who use AI will
replace radiologists who don’t.“ [2].

The use of AI systems can already begin today in patient man-
agement and appointment management, can continue to be used
in reporting, and can provide significant support in the scientific
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evaluation of acquired data in order to save time and resources
(▶ Fig. 3).

Thus, in the future, radiologists will ideally be able to use multi-
ple AI-supported systems to ease their workload in various ways in
the daily routine at the hospital/practice.

Radiology in communication

The systematic use of all AI-assisted reporting options will save
radiologists a significant amount of time (▶ Fig. 4). Radiologists
can and should use this for patients and referring colleagues.

There are significant differences between radiologists working
in a practice/health care center and those working at a hospital. In
most hospitals and clinics, the radiology department provides
findings in writing, possibly combined with a clinical discussion,
and the treating physician communicates with the patient. This
concept is already established and absolutely desired by clinical
colleagues [31]. It must be stated that interdisciplinary case dis-
cussions in hospitals improve the assessment of a patient’s clinical
picture as a result of interactive communication which benefits
patients, clinicians, and radiologists. This shows how important it
is to invest the time gained by the use of AI in communication
[32–34].

If specialist training in radiology takes place in a practice or at a
health care center, findings are often still communicated to the
patient directly by the physician. Patients want this communica-
tion and demand relatively little to be satisfied with the doctor-
patient interaction [35]. A lack of time and an excessive workload
in recent years have resulted in this direct communication of find-
ings being less common – resulting in dissatisfaction on the part
of both patients and physicians [35–37].

Radiologists complain that the ability to adequately speak with
patients is insufficient and professional visibility is also often insuf-
ficient [38]. A non-representative patient questionnaire per-
formed as part of one of our studies showed that 71% of 386 sur-
veyed patients reported that they did not have an opportunity to
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▶ Fig. 3 Overview of the various application areas and uses of AI in radiology.
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▶ Fig. 2 The figure shows how AI can be used effectively and safely.
The greater the seriousness of a diagnosis, the greater the necessity
for the diagnosis to be reviewed and ultimately made by a physician.
If the diagnostic work to be performed is of minor immediate im-
portance for the patient, greater trust can be placed in the AI system.
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discuss the examination with the radiologist. This trend has also
been confirmed by a study by the RSNA. In a large survey among
members of the RSNA, 73% stated that they do not have enough
time to speak with patients due to workload and work density
[39].

A well-written case history by a well-known radiologist shows
that radiology can indeed be part of the clinical concept in patient
diagnostics when small but significant things in the patient his-
tory that can often diagnose a complex clinical picture are taken
into consideration when communicating with the patient [40].

The situation is slightly different in the case of oncology pa-
tients. It is often virtually impossible for radiologists to provide in-
formation about further treatment or in the case of disease pro-
gression about a change in treatment since oncological
treatments are highly complex. It should ideally be clarified in
advance with the patient and the referring oncologist that the
referring oncologist will discuss findings with the patient.

In other cases, e. g., after trauma and corresponding diagnosis
of exclusion, patients and also treating colleagues appreciate hav-
ing a brief discussion with the radiologist about the disease and
treatment to be expected. In addition, immediate communica-
tion of findings significantly shortens the time to treatment for
the patient or in the case of diagnosis of exclusion the patient
can immediately resume usual activities [41].

A rarely considered secondary effect is that the physician can
have a positive effect on upcoming treatment as a result of expec-
tation effects. Such side effect-free treatment effects should be
increasingly considered and implemented in radiology and treat-
ing radiology [42]. With respect to communication and the com-
munication of findings, radiologists can use expectation effects to
create pretherapeutic expectations that can have a positive effect
on upcoming treatment [43, 44].

An initial consultation with a radiologist can also relieve some
of the burden on the health care system. For example, informing
patients of the low-risk nature of their disease can prevent them
from seeking care from another discipline. This requires time and
background knowledge [45].

Referring physicians have clear demands regarding radiology:
Diagnostic reports should be understandable and address the
particular medical issue. In addition, quick communication of find-
ings is desired. However, radiologists have stated that the reques-
ted examination method is sometimes selected incorrectly and the
medical question is often not formulated precisely enough [46].
This shows that further intensive work on communication is needed
on both sides. Personal contact should be established where appro-
priate or work shadowing should even be performed in order to op-
timize collaboration with respect to patients. With the systematic
use of AI as a reporting tool, a time savings can be achieved result-
ing in better patient-oriented collaboration possibilities (▶ Fig. 4
and ▶ Tab. 1).

Use of time gained as a result of AI

In the ideal case, the use of AI-supported radiology systems saves
time. This time can be used in different ways. There is the risk in
our health care system that, for economic reasons, the time
gained by using AI will not be invested in communication but rath-
er will be seen as an opportunity to further increase the number of
patients examined per time unit. A modification of compensation
would be one possibility to make doctor-patient communication
more attractive. However, there is still the risk here that the time
will only partly be used for communication so that the rest of the
time can be invested in further increasing the number of examina-
tions. Every radiologist should ultimately decide for themselves
how to use the time gained as a result of the use of AI. Communi-
cation with referring physicians and patients is certainly desirable
but it is not the only possibility.

Summary

Considering the numerous examinations, patients, reports, and
referring physicians, radiology must above all be reliable, safe,
and communicative. The systematic use of AI-supported systems
helps radiologists to save time. AI must be implemented correctly
and in a targeted manner. Radiologists must be familiar with the

complexity

time per patient

number of 
images

AI supportradiological examinations

patients

key images

controlling results
saving time

increase in patients

more time per patient

More time for the 
referring physician

improving work-life-balance

possibilities

▶ Fig. 4 Diagram of workload in radiology. Various factors result in a continuous increase in the workload of radiologists. Targeted use of AI can
save time. How the time that is gained is ultimately used can be decided on an individual basis.
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strengths and weaknesses of the AI system being used in order to
optimally lighten the radiologist’s workload. Since current AI sys-
tems are optimized for a narrow field of activity, multiple systems
need to be used for the best results.

Under optimal conditions, the use of AI systems results in a
time savings for radiologists. The additional time can be used in
various ways. More patients can be examined, examinations can
be more comprehensive, or the time can be used for interaction.

In my opinion, the time gained as a result of the use of AI
should be used for targeted communication with patients and re-
ferring colleagues. A targeted exchange results in better treat-
ment of patients and higher satisfaction among radiologists.

Explainable artificial intelligence is the future of radiology. It
will require human supervision, will save time, and will improve
diagnosis.

The popular narrative of “device medicine” could change to
“talking medicine”. Radiologist would become a serious clinical
partner – at least a chance.
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